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ABSTRACT

Precise measurements of $D_s^+$ and $D_s^{*+}$ meson production from $B$ mesons and $q\bar{q}$ continuum events near the $\Upsilon(4S)$ resonance are presented in this thesis. Using the $B_{\Lambda\bar{B}AR}$ data recorded in 1999 and 2000 of 20.8 fb$^{-1}$ on-resonance and 2.6 fb$^{-1}$ off-resonance, we have measured the inclusive branching fractions $\mathcal{B}(B \rightarrow D_s^+X) = (10.93 \pm 0.19 \pm 0.58 \pm 2.73)\%$ and $\mathcal{B}(B \rightarrow D_s^{*+}X) = (7.9 \pm 0.8 \pm 0.7 \pm 2.0)\%$, where the first error is statistical, the second is the systematic error, and the third is the error due to the $D_s^+ \rightarrow \phi\pi^+$ branching fraction uncertainty. The branching fractions $\Sigma\mathcal{B}(B \rightarrow D_s^{(*)+}D_s^{(*)}) = (5.07 \pm 0.14 \pm 0.30 \pm 1.27)\%$ and $\Sigma\mathcal{B}(B \rightarrow D_s^{*+}D_s^{(*)}) = (4.1 \pm 0.2 \pm 0.4 \pm 1.0)\%$ have been determined from the fit of the measured $D_s^{(*)+}$ momentum spectra.

The study of different fragmentation functions was done for the $D_s^{(*)+}$ momentum spectrum produced from $q\bar{q}$ continuum events. Their production cross sections at center-of-mass energies about 40 MeV below the $\Upsilon(4S)$ mass $\sigma(e^+e^- \rightarrow D_s^{*\pm}X) \times \mathcal{B}(D_s^+ \rightarrow \phi\pi^+) = 7.55 \pm 0.20 \pm 0.34$ pb and $\sigma(e^+e^- \rightarrow D_s^{*\pm}X) \times \mathcal{B}(D_s^+ \rightarrow \phi\pi^+) = 5.8 \pm 0.7 \pm 0.5$ pb has been determined.

Employing a partial reconstruction technique, the branching fractions of the $B^0 \rightarrow D_s^{(*)+}D^{*-}$ decays have been determined, $(1.03 \pm 0.14 \pm 0.14 \pm 0.26)\%$ and $(1.97 \pm 0.15 \pm 0.28 \pm 0.49)\%$ have been measured for the $B^0 \rightarrow D_s^+D^{*-}$ and $B^0 \rightarrow D_s^{*+}D^{*-}$ channels, respectively, using $D_s^+$ mesons identified in the three decay modes such as $D_s^+ \rightarrow \phi\pi^+$, $K^0\pi^+$, $K^0\pi^+$. From the angular analysis of $B^0 \rightarrow D_s^{*+}D^{*-}$ the fraction of longitudinal polarization is determined to be $(51.9 \pm 5.0 \pm 2.8)\%$. It is in good agreement with the theoretical prediction assuming factorization.
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Chapter 1

Introduction

The decays of $B$ mesons into final states involving $D_s^{(*)+}$ mesons provide the opportunity to study the production mechanism of $car{s}$ quark pairs *. Although several mechanisms can lead to $D_s^{(*)+}$ production in $B$ decays, the dominant mechanism [1] is expected to be due to external $W^+ \to c\bar{s}$ emission. The precise knowledge of this production rate is interesting with respect to continuing theoretical difficulties [2] to account simultaneously for semileptonic branching fraction and inclusive charm production in $B$ decays. Indeed, it has been pointed out [3] that an enhanced $B$ decay rate to charm would help explain the small semileptonic rate.

In addition, $D_s^{(*)+}$ mesons can be produced from $q\bar{q}$ continuum events in $e^+e^-$ annihilation. The process of fragmentation followed by the formation of hadrons can only be calculated using phenomenological models, since it is non-perturbative. Two features of hadron production which can be experimentally measured, are the relative production of states with different spins, e.g. $D_s^+ (J^P = 0^-)$ and $D_s^{*+} (J^P = 1^-)$, and the hadron momentum spectrum. The ratio of vector to pseudoscalar production rates is of particular interest for testing such models. Decays into $D_s^+$ and $D_s^{*+}$ mesons are well suited to measure this quantity because the $c\bar{s}$ states with $L=1$ ($D_s^{*+}$) have not been observed to decay to either $D_s^+$ or $D_s^{*+}$.

The factorization assumption, which seems to describe well the processes with relatively low $q^2 \simeq M_{\pi}^2, M_{\rho}^2$, has not been checked with sufficient accuracy for processes with relatively high $q^2 \simeq M_{D_s^{(*)+}}^2$ yet. The precise knowledge of the branching fractions for the exclusive decay modes involving $D_s^{(*)+}$ mesons provides such a test. The factorization assumes no final state interactions between the quarks of two final state mesons. Factorization has been verified experimentally in some $B$ decays, such as

*Unless otherwise noted, reference in this work to a specific decay channel or state also implies the charge conjugated decay or state. The notation $D_s^{(*)+}$ means either $D_s^+$ or $D_s^{*+}$. $B \to D_s^{(*)+} \overline{D}\ell^{(*)}$ is a general representation of any of the modes with $c\bar{s}$ and $\ell\overline{q}$ states including their $L=0$ excited states. $B \to D_s^{(*)+} X$ includes also $\overline{B} \to D_s^{(*)+} X$. 
$D^*\pi$, $D^*\rho$, $D^*\rho'$ for which both the branching fraction and the polarization have been predicted successfully. However, it is possible that this assumption is not applicable in the case where a heavy quark is emitted, such as in the decays $B \to D_s^{(*)+}\bar{D}^{(*)}$.

This thesis presents the results of measurement of $B \to D_s^{(*)+}X$ branching fractions and of the corresponding momentum spectra. The extraction of the sum of the $B \to D_s^{(*)+}\bar{D}^{(*)}$ two-body decays is performed from a fit to the momentum spectra. The measurements of the fragmentation functions of $c$ quarks, which describe the hadronization process, are obtained from the $D_s^{(*)+}$ momentum spectra from continuum events. The production cross sections for $D_s^{(*)+}$ from continuum events are reported as well.

Measurements of the branching fractions of the two decay modes $B^0 \to D_s^{(*)+}D^{*-}$ using a partial reconstruction technique is also measured using these events. The measurement of the $D_s^{(*)+}$ polarization in the decay mode $B^0 \to D_s^{(*)+}D^{*-}$ is obtained from an angular analysis.

This analysis is based on the 1999-2000 BABAR data sample. It represents an integrated luminosity of 20.8 fb$^{-1}$ collected at the $\Upsilon(4S)$ resonance mass corresponding to $22.7 \times 10^6$ produced $B\bar{B}$ pairs. In addition, data recorded at an energy about 40 MeV below the $\Upsilon(4S)$ mass with an integrated luminosity of 2.6 fb$^{-1}$ is also incorporated in the analysis.

The dissertation consists of the following sections:

- **Chapter 2** provides an overview of the $CP$ violation phenomena. The various observations related to the neutral kaon decays are discussed in Section 2.2. The general formalism describing a system of a neutral particle and its antiparticle and the implications of $CP$ non conservation are derived in Section 2.3. It is shown how the mass generation mechanism in the framework of the Standard Model leads to the quark mixing and $CP$ violation phenomena. It is also discussed how the relevant measurements can constrain the magnitude of $CP$ violation and the various possibilities for observing this effect are summarized. The observation of $CP$ violation in neutral $B$ decays with the BABAR detector is discussed in Section 2.6.

- **Chapter 3** describes the PEP-II asymmetric $B$-Factory and the BABAR detector. Section 3.1 gives a summary of the machine performance and the recorded luminosity. The detector subsystems are discussed in Section 3.2.

- **Chapter 4** gives an overview of the mathematical formalism used to describe both exclusive and inclusive $B \to D_s^{(*)+}X$ decays. The predictions of the Heavy Quark Expansion (HQE) for the $D$ meson mass spectrum are given in Section 4.1. The commonly used factorization approach for the description of the processes $b \to c\bar{s}$ is presented in Section 4.2. The formulas for the decay rates
of $B \to D_s^{(*)+} D_s^{(*)}$ and the predicted inclusive rates of $D_s^+$ and $D_s^{++}$ from $B$ meson decays are given. Section 4.3 discusses the "problem of small observed decay rates for the semileptonic $B$ decays" and shows how it is connected to charm production rate. After the motivation for the presented analysis (Section 4.4) the methods used for the $B$ meson reconstruction (full and partial reconstruction) are discussed in Section 4.5.

- **Chapter 5** describes the $D_s^{(*)+}$ event selection procedure. The data sample used in the analysis is presented in Section 5.1. Section 5.2 addresses the $D_s^{(*)+}$ preselection from multihadron events (skim production) as well as the criteria for charged and neutral particles selection and identification used for the $D_s^{(*)+}$ reconstruction. The $D_s^+$ and $D_s^{++}$ signal extraction with $D_s^+ \to \phi \pi^+$, $D_s^{++} \to \bar{K}^0 K^+$, $D_s^+ \to \bar{K}^0 K^+$, $D_s^{++} \to \phi \rho^+$ is presented in Section 5.3.

- **Chapter 6** is devoted to the description of the measurement of the $D_s^+$ and $D_s^{++}$ production from $B$ decays and continuum $e^+e^-$ annihilation. The extraction of the $D_s^{(*)+}$ momentum spectra from $B$ decays using the $D_s^+ \to \phi \pi^+$ decay mode is reported in Sections 6.1, 6.2. The branching fractions are summarized in Section 6.3. Section 6.4 describes the studies of the various fragmentation functions used for the parametrization of hadronization processes from the continuum. The cross sections of the $D_s^{(*)+}$ meson production from $q\bar{q}$ continuum events are reported as well. The various sources for the systematic errors are studied in Section 6.5. The fit procedure to the $D_s^{(*)+}$ momentum spectra is described in Section 6.6. The result for the $m(D_s^+) - m(D^+)$ mass difference is reported in Section 6.7.

- **Chapter 7** describes the studies of the two exclusive two-body decay modes $B^0 \to D_s^+ D_s^-$ and $B^0 \to D_s^{++} D_s^{*-}$ using a partial reconstruction technique. The $B$ signal extraction using the $D_s^+$ decay modes ($D_s^+ \to \phi \pi^+$, $D_s^+ \to \bar{K}^0 K^+$, $D_s^+ \to \bar{K}^0 K^+$) is presented in Section 7.1. The decay rates and the polarization measurement are described in Sections 7.3, 7.5, respectively. Section 7.4 addresses the study of the systematic errors.

- **Chapter 8** gives a comparison of the results with the data from other experiments and the theoretical predictions.
Chapter 1. Introduction
Chapter 2

Quark Mixing and \textit{CP} Violation

The violation of \textit{CP} symmetry is a fundamental property of the nature which plays a key role in the understanding of the evolution of the universe. Since neither its origin nor its magnitude are yet well established, it deserves particular studies. There are many lectures and reviews on this phenomenon. As an example, lectures in which the \textit{CP} violation mechanism is described can be found in [4].

The requirement of the conservation of various symmetries greatly simplifies the elaboration of the physical theories. The conservation of energy, momentum and spin involves invariance principles of the physical law under continuous transformations such as translation in time, space or rotation, respectively. An other category of conservation laws, for example conservation of electric, baryonic and leptonic charge and strong isospin is associated with the dynamics of the processes. They act on abstract spaces such as phases or isospin and also involve continuous transformations.

The category of the discrete transformations which are also connected with the dynamics of the interaction plays a special role. These transformations are charge conjugation, \textit{parity} and \textit{time reversal}.

2.1 Conservation of Symmetries

For a particle described by the wave function $\psi(\vec{p}, \vec{s})$ where $\vec{p}$ and $\vec{s}$ denote its momentum and spin, the action of the charge conjugation is to change the particle into its antiparticle without modifying $\vec{p}$ and $\vec{s}$. Thus the transformation of charge conjugation $C$ can be expressed as

\[
C|\psi(\vec{p}, \vec{s})> = \eta_C|\bar{\psi}(\vec{p}, \vec{s})>
\]  

(2.1)
where \( \eta_K \) is a phase factor. The antiparticle \( \bar{\psi} \) is defined by changing the sign of all the charges associated to the particle (electric, baryonic, leptonic...).

The parity transformation \( P \) changes the space vector \( \mathbf{r} \) into \( -\mathbf{r} \). This means that the momentum \( \mathbf{p} \) becomes \( -\mathbf{p} \), while orbital momentum remains unchanged \( (L = \mathbf{r} \times \mathbf{p}) \).

Hence

\[
P|\psi(\mathbf{p}, \mathbf{s})| > = \eta_P |\psi(-\mathbf{p}, \mathbf{s})| >
\]

where \( \eta_P \) is a phase factor.

Under time reversal transformation \( T \), \( t \) is changed to \(-t\) and therefore \( \mathbf{p} \) is modified into \(-\mathbf{p}\). Moreover the wave function is also replaced by its complex conjugate due to the fact that it should satisfy the Schrödinger equation. Thus

\[
T|\psi(\mathbf{p}, \mathbf{s})| > = \eta_T^\ast |\psi^\ast(-\mathbf{p}, -\mathbf{s})| >
\]

where \( \eta_T^\ast \) is a phase factor depending on the spin.

The conservation of \( C \) parity in the strong interactions is verified by comparing the angular distributions for the charged pions, for example in the reaction \( p\bar{p} \rightarrow \pi^+\pi^-\pi^0 \). Although it is technically difficult, it was shown that \( C \) parity is conserved at the percent level. It is easier to check the conservation of \( C \) parity in electromagnetic processes. For example the reaction \( e^+e^- \rightarrow \mu^+\mu^-\pi^0 \) is forbidden if \( C \) is conserved. Since this decay is not observed, one can set an upper limit at \( 5 \times 10^{-6} \).

The reaction \( p + F^{19} \rightarrow N\mu^{20} \rightarrow O^{16} + \alpha \) is forbidden if Parity is conserved. No such reaction is observed, which allows one to make very precise tests of Parity conservation in strong interactions. This leads to an upper limit of the order of \( 10^{-12} \).

The comparison of the process \( a+b \rightarrow c+d \) with its time reversed process \( c+d \rightarrow a+b \) shows an upper limit for \( T \) violation at the level of \( 4 \times 10^{-3} \).

Thus Charge Conjugation and Parity are conserved in the strong and electromagnetic interaction within experimental errors. However, it is important to note that \( C \) has to be violated at some time, because the world is made of matter. The weak interactions play a very special role in this context. The pion decays \( \pi^+ \rightarrow \mu^+\nu \) and \( \pi^- \rightarrow \mu^-\bar{\nu} \) are governed by weak interaction since a neutrino is involved. The measurement of the muon helicity via the angular distributions of its decay products shows that both Charge Conjugation and Parity are violated in a maximal way. However, the \( CP \) transformation where \( C \) and \( P \) applied consequently, seems to be conserved.

Based on a very general hypothesis it can be shown that \( CPT \) is conserved in field theories \([5]\), leading to very important consequences. For example, the lifetimes and masses of a particle and its antiparticle are equal. The experimental measurement of the mass difference for a particle and its antiparticle demonstrates the conservation of the \( CPT \) symmetry. As an illustration, some experimental mass differences are given:

\[
|m_{e^+} - m_{e^-}| \leq 0.02 \text{ eV}, \quad |m_p - m_{\bar{p}}| \leq 1 \text{ eV}, \quad |m_K - m_{\bar{K}}| \leq 3.6 \times 10^{-10} \text{ eV} \quad (2.4)
\]
2.2 \textit{CP} Violation in the $K^0$ System

In the early 50\textquotesingle s the discovery of two new particles, the $\Lambda$- Baryon and the $K^0$-Meson was accompanied by the observation of a \textit{``strange\textquotedblright} phenomenon. In $\pi^- p$ collisions at low energy, the neutral $K^0$ mesons are produced in association with $\Lambda$'s, while the production of its antiparticle $\bar{K}^0$ is associated with antibaryon $\bar{\Lambda}$, for example $\pi^- + p \rightarrow \Lambda + K^0$. In addition, both $\Lambda$ and $K^0$ have very long lifetime. The lifetime of $\Lambda$ is of order of $2.6 \times 10^{-10}$ s which is $10^{14}$ times higher than that one of the $\Delta$- Baryon.

In order to explain this phenomena, Gell-mann proposed to introduce a new quantum number called Strangeness $S$ associated with the kaon system. The Strangeness must be conserved in strong and electromagnetic interactions ($\Delta S = 0$). Thus, $K^0$ and $\Lambda$ have $S = +1$, while $K^0$ and $\bar{\Lambda}$ have $S = -1$. Furthermore, one can predict that $K^0$ and $\bar{K}^0$ have to be mixed [6] since they have a common final state $\pi^+ \pi^-$. Thus, if a $K^0$ propagate in space, it can oscillate into $\bar{K}^0$ and visa versa via virtual intermediate states, e.g.,

$$K^0 \rightarrow \pi^+ \pi^- \rightarrow \bar{K}^0$$

(2.5)

where for these decays are $|\Delta S| = 1$. Consequently, the suggestion was made that $K^0$ and $\bar{K}^0$ are not the physical states, but instead are superpositions of the mass eigenstates $K_1$ and $K_2$.

$$|K_1 > = \frac{|K^0 > + |\bar{K}^0 >}{\sqrt{2}}, \quad |K_2 > = \frac{|K^0 > - |\bar{K}^0 >}{\sqrt{2}}$$

(2.6)

By this definition it is easy to verify that $K_1$ and $K_2$ are $CP$ eigenstates using the convention $CP|K^0 > = |\bar{K}^0 >$

$$CP|K_1 > = + |K_1 >, \quad CP|K_2 > = - |K_2 >$$

(2.7)

Now let us investigate how the physical states $K_1$ and $K_2$ are coupled to $\pi^+ \pi^-$. Since the $\pi^+ \pi^-$ system has the $CP$ parity $+1$ due to Bose symmetry, only the decay $K_1 \rightarrow \pi^+ \pi^-$ is allowed if $CP$ is conserved in weak interactions. For $K_2$ only three body decays such as $\pi^+ \pi^- \pi^0$ will occur. This final state, however, is strongly suppressed due to limited phase space, therefore the lifetime of $K_2$ is much longer than the one of $K_1$. It was observed

$$\tau_S = (0.8927 \pm 0.0009) \times 10^{-10} s, \quad \tau_L = (5.17 \pm 0.04) \times 10^{-8} s$$

(2.8)

where the indices $S$ and $L$ commonly denote the short-lived $K_S$ and long-lived $K_L$ mass eigenstates, respectively.

Since the wave functions must be solutions of the Schrödinger equation, they can be written as

$$|K_1(t) > = e^{-i(\Gamma_1/2 + i\omega_1)t} |K_1 >, \quad |K_2(t) > = e^{-i(\Gamma_2/2 + i\omega_2)t} |K_2 >$$

(2.9)
where $\Gamma_1$, $m_1$ and $\Gamma_2$, $m_2$ are the widths and masses of $K_1$ and $K_2$, respectively. Therefore, using Eq. 2.6 one can write
\[
|K^0(t)| = \frac{e^{-\Gamma_1 t}|K_1| + e^{-(\Gamma_2 t + m_2) t}|K_2|}{\sqrt{2}}.
\] (2.10)

A similar equation holds for $|\bar{K}^0(t)|$. Thus, the probability for the transition $K^0 \to f$ is
\[
I(K^0) = |\langle f|T|K^0(t)\rangle|^2 = \frac{1}{2} e^{-\Gamma_1 t} |\langle f|T|K_1\rangle|^2 + \frac{1}{2} e^{-\Gamma_2 t} |\langle f|T|K_2\rangle|^2 + e^{-\Gamma_1 t + \Gamma_2 t} \cos(\Delta m t - \Delta \phi) \langle f|T|K_1\rangle \langle f|T|K_2\rangle^*|
\] (2.11)

where $\Delta m = m_2 - m_1$ and $|\Delta \phi|$ is the strong phase difference $\phi_2 - \phi_1$ in the final state. It is easy to show that a similar formula is obtained for the $\bar{K}^0 \to \bar{f}$ transition with the exception of the interference term, which has the opposite sign. Using Eq. 2.11 one can conclude that only the transition $\langle f|T|K_2\rangle$ remains for $t \gg \hbar/\Gamma_1$. It is very fortunate that $K_1$ and $K_2$ have so different lifetimes. It allows one to obtain pure $K_2$ beams, and therefore one can verify whether $CP$ is conserved by searching for the forbidden $K_2 \to \pi^+ \pi^-$ decay. This transition was observed [7], establishing that $CP$ is violated very slightly, $(\sim 2 \times 10^{-3})$ in the $K^0$ decays. Using this finding, the equivalence between the $CP$ eigenstates and mass eigenstates has to be reconsidered. One has to write
\[
|K_S| = \frac{|K_1| + \epsilon_K |K_2|}{\sqrt{1 + |\epsilon_K|^2}}, \quad |K_L| = \frac{|K_2| + \epsilon_K |K_1|}{\sqrt{1 + |\epsilon_K|^2}}
\] (2.12)

where $\epsilon_K$ is a complex coefficient describing the strength of $CP$ violation. Here $K_S$ and $K_L$ are the observed physical states. The present value for $\epsilon_K$ is $|\epsilon_K| = (2.271 \pm 0.017) \times 10^{-3}$ [8].

A measurements of $CP$ symmetry in decays of the $K^0$ particles can be carried out either with a pure $K_S$ state or a coherent superposition of $K_S$ and $K_L$ states.

**A Pure $K_L$ State**
The first measurement is based on the comparison of the decay rates $K_L \to f$ with its $CP$-conjugate one. Using semileptonic decays of $K_L$, one can compare the rate of positively charged leptons to the rate of negatively charged ones and define the asymmetry
\[
\delta(l) = \frac{\Gamma(K_L \to l^+ \nu_l \pi^-) - \Gamma(K_L \to l^- \nu_l \pi^+)}{\Gamma(K_L \to l^+ \nu_l \pi^-) + \Gamma(K_L \to l^- \nu_l \pi^+)}
\] (2.13)

One can show that $\delta(l)$ is connected to $\epsilon_K$ by the equation
\[
\delta(l) = \frac{2Re\epsilon_K}{1 + |\epsilon_K|^2}
\] (2.14)
2.2. \textbf{CP Violation in the $K^0$ System}

The other method implies a measurement of the $K_L$ decay rate to a $CP$-forbidden final state. It can be shown that the ratio of the decay amplitudes

$$\eta = \frac{A(K_L \rightarrow \pi \pi)}{A(K_S \rightarrow \pi \pi)} = \frac{(1 + \epsilon_K) < \pi^0|K^0 > -(1 - \epsilon_K) < \pi^0\bar{K}^0 >}{(1 + \epsilon_K) < \pi^0|K^0 > +(1 - \epsilon_K) < \pi^0\bar{K}^0 >}$$

leads to $|\eta| = |\epsilon_K|$. It was proposed in [9] that the origin of $CP$ violation in $K^0$ system might be related to a new interaction called “Superweak”, which allows transitions with $\Delta S = 2$. It can be demonstrated [4] that if $CP$ is only violated via the mixing mechanism then

$$\eta^{+-} = \frac{A(K_L \rightarrow \pi^+\pi^-)}{A(K_S \rightarrow \pi^+\pi^-)} = \frac{A(K_L \rightarrow \pi^0\pi^0)}{A(K_S \rightarrow \pi^0\pi^0)} = \eta^{00}$$

However, the most recent measurements of $\eta^{00}/\eta^{+-} = 0.99098 \pm 0.00161$ [10, 11] show that this ratio differs from unity. As a consequence, it is now established that $CP$ is also violated in the decay mechanism. Hence the superweak model is ruled out and the origin of $CP$ violation can be attributed to the weak interactions.

\textit{Coherent Superposition of $K_S$ and $K_L$ States}

Complementary to the method using pure $K_L$ beams it is possible to measure $CP$ violation by studying the interference between the $K_S$ and $K_L$ components of a “$K^0n$” beam: the presence of $K_S$ and $K_L$ leads to the regeneration phenomenon.

1. From a “$K^0n$” beam propagating in vacuum over a long distance, only the $K_L$ component remains. If the $K_L$-beam traverses a thin foil of material then one obtains the superposition

$$|K_L \rightarrow +r|K_S >, \quad (2.17)$$

because the elastic cross section is different for $K^0$ and $\bar{K}^0$.

2. One could use $K^0$ and/or $\bar{K}^0$ beams directly since they are already a superposition of $K_S$ and $K_L$. For example, a $K^0$ beam can be obtained using the annihilation process $p\bar{p} \rightarrow K^-\pi^+K^0$ where the flavor of the neutral kaon can be deduced from the sign of the charged kaon.

Assuming $CPT$ conservation and writing

$$\frac{A(K_L \rightarrow \pi \pi)}{A(K_S \rightarrow \pi \pi)} = |\eta|e^{i\Delta\phi} \quad (2.18)$$

one can extract $|\eta|$ and $\Delta\phi$ fitting the interference term, in which these parameters appear.
It is important to point out the method involving the measurement of a time dependent asymmetry using neutral kaons. By definition the time dependent asymmetry is

\[ A_{\pi^\pm}(t) = \frac{\text{Rate}(K^0(t) \rightarrow \pi^+\pi^-) - \text{Rate}(K^0(t) \rightarrow \pi^+\pi^-)}{\text{Rate}(K^0(t) \rightarrow \pi^+\pi^-) + \text{Rate}(K^0(t) \rightarrow \pi^+\pi^-)} \]  

(2.19)

By introducing CP violation, it can be shown using Eq. 2.11

\[ A_{\pi^\pm}(t) = 2\text{Re}e_K - \frac{2|\eta^+|e^{\frac{iG}{2}(t_s - t_L)} \cos(\Delta m_K t - \Delta \phi^{++})}{1 + |\eta^+|^2e^{\frac{iG}{2}(t_s - t_L)}t} \]  

(2.20)

This asymmetry has been measured and the value \(|\eta^{\pm}| = (2.254 \pm 0.024 \pm 0.024) \times 10^{-3}\) is obtained [12].

### 2.3 \(B^0 - \overline{B^0}\) System

Like the kaons, which have an associated quantum number S, the neutral particle systems called the \(B^0\) and \(\overline{B^0}\) mesons, have their own quantum numbers C (charm) and B (beauty), respectively. There are two systems of neutral \(B\) mesons involving \(b\) quarks: \(B_d\) mesons consist of \(b\)-type antiquarks and one \(d\)-quark. \(B_s\) mesons made of one \(b\) and one \(s\). Let us describe the \(B^0 - \overline{B^0}\) system with a formalism which can be transferred to any other system composed of a neutral particle and its antiparticle. As shown in Section 2.2, the \(K^0\) and \(\overline{K^0}\) are not physical states. Therefore, the arbitrary state

\[ \psi = a|B^0 > + b|\overline{B^0} > \]  

(2.21)

has to satisfy the Schrödinger equation

\[ i\frac{d}{dt} \begin{pmatrix} a \\ b \end{pmatrix} = H \begin{pmatrix} a \\ b \end{pmatrix} = \begin{pmatrix} M - i\frac{\Gamma}{2} \end{pmatrix} \begin{pmatrix} a \\ b \end{pmatrix} . \]  

(2.22)

\(M\) and \(\Gamma\) are \(2 \times 2\) Hermitian matrices, called dispersive and absorptive parts of the transition amplitude from \(B^0\) and \(\overline{B^0}\), respectively. The off-diagonal elements in these matrices are important for the discussion of CP violation. One can demonstrate [4], that due to \(CPT\) invariance \(H_{11} = H_{22}\) and \(H_{12} = H_{21}^*\). The off-diagonal elements in these matrices, are particularly important in the discussion of CP violation. Requiring conservation of \(CP\) symmetry one obtains:

\[ M_{11} = M_{22} \text{ and } \Gamma_{11} = \Gamma_{22} \]

\[ M_{12} = M_{21} \text{ and } \Gamma_{12} = \Gamma_{21} \text{ with } M_{12} \text{ and } \Gamma_{12} \text{ real} \]  

(2.23)
2.3. $B^0 - \overline{B^0}$ System

In order to obtain the mass eigenstates, the matrix $H$ has to be diagonalized. According to the treatment of the kaons, the eigenstates $|B_S>$ and $|B_L>$ can be written as

$$|B_S> = p|B^0> + q|B^0>, \quad |B_L> = p|B^0> - q|\overline{B^0}>.$$  \hspace{1cm} (2.24)

The complex coefficients $p$ and $q$ obey the normalization condition $|q|^2 + |p|^2 = 1$. The eigenstates have well defined masses and widths

$$M_S = M_{11} + Re \sqrt{\left( M_{12} - \frac{i}{2} \Gamma_{12} \right) \left( M_{12}^* - \frac{i}{2} \Gamma_{12}^* \right)}$$
$$M_L = M_{11} - Re \sqrt{\left( M_{12} - \frac{i}{2} \Gamma_{12} \right) \left( M_{12}^* - \frac{i}{2} \Gamma_{12}^* \right)}$$
$$\Gamma_S = \Gamma_{11} - 2Im \sqrt{\left( M_{12} - \frac{i}{2} \Gamma_{12} \right) \left( M_{12}^* - \frac{i}{2} \Gamma_{12}^* \right)}$$
$$\Gamma_L = \Gamma_{11} + 2Im \sqrt{\left( M_{12} - \frac{i}{2} \Gamma_{12} \right) \left( M_{12}^* - \frac{i}{2} \Gamma_{12}^* \right)}$$  \hspace{1cm} (2.25)

and hence

$$\Delta m = M_L - M_S = -2Re \sqrt{\left( M_{12} - \frac{i}{2} \Gamma_{12} \right) \left( M_{12}^* - \frac{i}{2} \Gamma_{12}^* \right)}$$
$$\Delta \Gamma = \Gamma_L - \Gamma_S = 4Im \sqrt{\left( M_{12} - \frac{i}{2} \Gamma_{12} \right) \left( M_{12}^* - \frac{i}{2} \Gamma_{12}^* \right)}$$  \hspace{1cm} (2.26)

The ratio $q/p$ can be expressed in the terms of the $M, \Gamma$- matrix elements:

$$\frac{q}{p} = \frac{M_{12}^* - \frac{i}{2} \Gamma_{12}^*}{M_{12} - \frac{i}{2} \Gamma_{12}}$$  \hspace{1cm} (2.27)

Since $M_{12}$ and $\Gamma_{12}$ are real (Eq. 2.23), if $CP$ conservation applies, one obtains $p/q = 1$. Thus, $CP$ eigenstates are

$$|B_S> = \frac{|B^0> + |\overline{B^0}>}{\sqrt{2}} \equiv |B_+>, \quad |B_L> = \frac{|B^0> - |\overline{B^0}>}{\sqrt{2}} \equiv |B_->.$$  \hspace{1cm} (2.28)

This would mean an ideal mixing of $B^0$ and $\overline{B^0}$ governed by the parameter $x$ defined as

$$x = \frac{\Delta m}{\Gamma \left( B^0 \to X \right)} = \frac{2M_{12}}{\Gamma \left( B^0 \to X \right)}$$  \hspace{1cm} (2.29)

This parameter was measured for the $B^0_d$ system by the experiments running on the $\Upsilon(4S)$ resonance (ARGUS and CLEO): $x_d = 0.708 \pm 0.080$. Using the total width of $B^0_d$ mesons, as derived from the lifetime measurement ($\tau = (1.56 \pm 0.04) \times 10^{-12}$s), one obtains $\Delta m_{B_d} \simeq 3.0 \cdot 10^{-4}$eV. This quantity can be also measured directly from the observation of the period of oscillation between $B^0_d$ and $\overline{B^0_d}$. 

If the CP symmetry is not conserved, the physically observed states are

$$|B_S| = \frac{|B_+ > + \epsilon |B_- >}{\sqrt{1 + |\epsilon|^2}}, \quad |B_L| = \frac{|B_- > + \epsilon |B_+ >}{\sqrt{1 + |\epsilon|^2}}.$$  

(2.30)

where the complex parameter $\epsilon = \frac{p - q}{p + q}$ is *

$$\epsilon = \frac{p - q}{p + q} = \frac{ReM_{12} - \frac{i}{2}Re\Gamma_{12} - \sqrt{(M_{12} - \frac{i}{2}\Gamma_{12})(M_{12} - \frac{i}{2}\Gamma_{12})}}{iImM_{12} + \frac{i}{2}Im\Gamma_{12}}$$  

(2.32)

Starting with the time dependent equations for the physical states

$$|B_S(t)| = e^{-\left(\Gamma_{LS}/2 + \text{im}_{LS}\right)t}|B_S(0)|, \quad |B_L(t)| = e^{-\left(\Gamma_{LL}/2 + \text{im}_{LL}\right)t}|B_L(0)|$$  

(2.33)

let us examine the time evolution of $B^0$ and $\bar{B}^0$, once they are created. Using Eqs. 2.28, 2.30, 2.33 one obtains

$$|B^0(t)| = \frac{1}{2}e^{-\text{im} + \frac{\Gamma}{2}t} \left[ |(e^{(\Delta t + i \Delta m)t} - e^{-(\Delta t + i \Delta m)t})| [B^0 > + (e^{(\Delta t + i \Delta m)t} - e^{-(\Delta t + i \Delta m)t})] e^{2i\phi M}|B^0 > \right]$$  

(2.34)

$$|\bar{B}^0(t)| = \frac{1}{2}e^{-\text{im} + \frac{\Gamma}{2}t} \left[ |(e^{(\Delta t + i \Delta m)t} + e^{-(\Delta t + i \Delta m)t})| |\bar{B}^0 > + (e^{(\Delta t + i \Delta m)t} - e^{-(\Delta t + i \Delta m)t})] |\bar{B}^0 > \right]$$  

(2.35)

Here, the following notations have been used:

$$\Gamma = \frac{\Gamma_S + \Gamma_L}{2}, \quad \Delta \Gamma = \Gamma_L - \Gamma_S, \quad m = \frac{m_S + m_L}{2}, \quad \Delta m = m_L - m_S.$$  

(2.36)

Taking into account that the Standard Model predicts $\Delta \Gamma << \Delta m$ for $B^0_d$ mesons, one can compute the probability of the transition $B^0 \to f$:

$$| < f | T | B^0(t) > |^2 = e^{-\frac{\Gamma t}{2} \cos^2 \frac{\Delta m t}{2}} | < f | T | B^0 > |^2$$

$$+ \sin^2 \frac{\Delta m t}{2} | \frac{\partial}{\partial t} | < f | T | B^0 > |^2$$

$$- \frac{1}{2} | \frac{\partial}{\partial \phi M} | \sin \Delta m t e^{-2i\phi M} | < f | T | B^0 > | < f | T | \bar{B}^0 > | \times$$

$$+ \frac{1}{2} | \frac{\partial}{\partial \phi M} | \sin \Delta m t e^{2i\phi M} | < f | T | B^0 > | < f | T | \bar{B}^0 > |.$$  

(2.37)

*It is interesting to note, since the parameter $|\epsilon_K|$ in the $K^0$ system is small, this expression for $\epsilon_K$ can be simplified:

$$\epsilon_K \simeq \frac{i \text{Im} \Gamma_{12} + \frac{1}{2} \text{Im} \Gamma_{12}}{2 \text{Re} \Gamma_{12} - i \text{Re} \Gamma_{12}} \simeq \frac{i \text{Im} \Gamma_{12} + \frac{1}{2} \text{Im} \Gamma_{12}}{\Delta m - \frac{1}{2} \Delta \Gamma}.$$  

(2.31)

Using the phase convention which imposes $\Gamma_{12}$ to be real, one can obtain the value of the phase of $\epsilon_K$ from the measured $\Delta m_K$ and $\Delta \Gamma_K [8]$: $\phi_{\epsilon_K} \simeq 43.5^\circ$.  


2.3. $B^0 - \bar{B}^0$ System

The time evolution for the initial $\bar{B}^0$ can be obtained in a similar way:

$$| < f | T | \bar{B}^0(t) > |^2 = e^{-\Gamma t} \cos^2 \frac{\Delta m t}{2} | < f | T | B^0 > |^2$$
$$+ \sin^2 \frac{\Delta m t}{2} | < f | T | B^0 > |^2$$
$$+ \frac{i}{2} \frac{q}{q} \sin \Delta m t e^{-2i\phi_M} < f | T | B^0 > < f | T | \bar{B}^0 >^*$$
$$- \frac{i}{2} \frac{p}{p} \sin \Delta m t e^{2i\phi_M} < f | T | B^0 >^* < f | T | \bar{B}^0 >].$$  \hspace{1cm} (2.38)

Equations identical to Eqs. 2.37,2.38 can be found for the final state $| \bar{f} > = CP | f >$. Thus, the comparison of all these transition probabilities may exhibit $CP$ violation.

It is very important to note, that generation of $CP$ non conservation can be elaborated without involving any particular theory. The $CP$ violation effects can be classified in the following three *model independent* ways:

*The flavor specific final state*

The final state $f$ can only originate from the flavor of the initial $B^0$, i.e. it is possible to determine unambiguously the nature of the $B$.

1. $CP$ violation is observed, if

$$B \to f \neq \bar{B} \to \bar{f}$$

If no oscillation has occurred ($B^0(t) = B^0(0)$) and if $Pr(B^0(t) \to f) \neq Pr(\bar{B}^0(t) \to \bar{f})$, then $| < f | T | B^0 > |^2 \neq | < \bar{f} | T | \bar{B}^0 > |^2$. This time independent measurement would demonstrate the so called *direct CP violation*. One should note that the charged mesons can be used as well. An example of this method revealing $CP$ non conservation is the comparison of the branching ratio of $B^+ \to K^+ \rho^0$ and $B^- \to K^- \rho^0$.

2. $CP$ violation due to the $B^0 - \bar{B}^0$ mixing is observed if

$$B^0 \to \bar{B}^0 \neq \bar{B}^0 \to B^0.$$

Let us note that this asymmetry is also an indication of $T$ violation. In this case, one can write the asymmetry as

$$A = \frac{Pr(\bar{B}^0(t) \to f) - Pr(B^0(t) \to \bar{f})}{Pr(\bar{B}^0(t) \to f) + Pr(B^0(t) \to \bar{f})} = \frac{|\xi|^2 - |\eta|^2}{|\xi|^2 + |\eta|^2} \simeq \frac{4Re\epsilon_B}{1 + |\epsilon_B|^2}. \hspace{1cm} (2.39)$$

The measurement of the time dependence in $B^0 \bar{B}^0 \to l^+l^+ + X$ and $B^0 \bar{B}^0 \to l^-l^- + X$ can be used to observe this type of $CP$ asymmetry.
**Non flavor specific final states**

Here the final states are produced from both $B^0$ and $\bar{B}^0$.

$$B^0 \to f, \quad \bar{B}^0 \to f$$

The condition above holds for several final states, but particularly for $CP$ eigenstates:

$$CP|f_{CP} > = \eta_{CP}|f_{CP} >,$$

where $\eta_{CP}$ is the $CP$ parity of the final state ($\eta_{CP} = \pm 1$).

3. In this case, $CP$ violation can be observed by interplay between mixing and decays, e.g.:

\[
\includegraphics[width=0.3\textwidth]{chapter2_diagram.png}
\]

Taking into account the $CP$ violating phase in the decay, one has:

$$e^{-i\Phi_D} < f_{CP}|T|B^0 > \to \eta_{CP}e^{i\Phi_D} < f_{CP}|T|\bar{B}^0 > .$$

(2.40)

Here the phase $\Phi_D$ is originating from the decay process. From Eqs. 2.37, 2.38, assuming the Standard Model prediction $|\xi|^2 \approx 1$, one gets:

$$Pr(B^0(t) \to f_{CP}) = | < f_{CP}|T|B^0 > |^2 e^{-\Gamma t}[1 - \eta_{CP} \sin 2(\Phi_M + \Phi_D) \sin \Delta mt]$$

$$Pr(\bar{B}^0(t) \to f_{CP}) = | < f_{CP}|T|\bar{B}^0 > |^2 e^{-\Gamma t}[1 + \eta_{CP} \sin 2(\Phi_M + \Phi_D) \sin \Delta mt]$$

(2.41)

Here we assume

$$| < f_{CP}|T|B^0 > | = | < f_{CP}|T|\bar{B}^0 > |$$

(2.42)

Thus, the time dependence asymmetry $A_s(t)$ can be expressed as

$$A_s(t) = \frac{Pr(\bar{B}^0(t) \to f_{CP}) - Pr(B^0(t) \to f_{CP})}{Pr(B^0(t) \to f_{CP}) + Pr(\bar{B}^0(t) \to f_{CP})} = -\eta_{CP} \sin 2(\Phi_M + \Phi_D) \sin \Delta mt.$$ 

(2.43)

Note that Eq. 2.42 is not always correct, as other terms arise in the presence of direct $CP$ violation. An example of this time dependent asymmetry measurement is the “Gold Plated” mode $B^0 \to J/\psi K^0_S$. 

\[\text{Chapter 2. Quark Mixing and } CP \text{ Violation}\]
2.4 CP Violation in the Standard Model

Non conservation of CP symmetry has been introduced in the Standard Model (SM) in 1973 [13], by requiring three massless families of quark and lepton doublets

\[
\begin{pmatrix}
  u \\
  d \\
  \nu_e \\
  e
\end{pmatrix}
\begin{pmatrix}
  c \\
  s \\
  \nu_\mu \\
  \mu
\end{pmatrix}
\begin{pmatrix}
  t \\
  b \\
  \nu_\tau \\
  \tau
\end{pmatrix}
\]  

Amongst other things, the remarkable success of the Standard Model is demonstrated by the fact, that the measured mass of the t quark \( m_t = 173.2 \pm 5.2 \text{ GeV}/c^2 \) [8] is consistent with the SM prediction derived from the measured mass ratio of the Z and W bosons. The introduction of the spontaneous \( SU(2) \times U(1) \) symmetry breaking by the Higgs mechanism [14] allows one to generate the mass of each fermion through a Yukawa type coupling. Its interaction Lagrangian can be written as

\[
\mathcal{L}_{Yukawa} = - \left( \overline{u}_L \ m \ u_R^c \ \tilde{m} \ d_R^c + h.c. \right) \left( 1 + \frac{\Phi_0}{v} \right),
\]  

where \( \Phi_0 \) is the scalar field of the neutral Higgs and \( v \) is its value in the new vacuum. The quark fields \( u_{L,R} \) and \( d_{L,R} \) are vectors in flavor space for the left- and right-handed up- and down-type quarks, respectively,

\[
\overline{u}_{L,R} = \frac{1 + \gamma_5}{2} \begin{pmatrix} u' \\ c' \\ t' \end{pmatrix}, \quad \overline{d}_{L,R} = \frac{1 + \gamma_5}{2} \begin{pmatrix} d' \\ s' \\ y \end{pmatrix},
\]

\( m \) and \( \tilde{m} \) are 3\times3 matrices of arbitrary complex numbers. Since \( m \) and \( \tilde{m} \) are not diagonal, one needs to define the physical fermion fields \( u_{L,R} = V_{L,R} u_{L,R} \) and \( d_{L,R} = \tilde{V}_{L,R} d_{L,R} \), where \( V_{L,R} \) and \( \tilde{V}_{L,R} \) are unitary matrices. The mass matrices in Eq. 2.45 are diagonalized in terms of these new fields with \( m_D = V_L m V_R^\dagger \) and \( \tilde{m}_D = \tilde{V}_L \tilde{m} \tilde{V}_R^\dagger \). The coupling to the charged \( W^\pm \) introduces the mixing between families, while the observed absence of the flavor changing neutral currents means that the coupling of the physics quarks to the neutral Z preserves the flavor. Thus, the interaction Lagrangian for the charged coupling is

\[
\mathcal{L} = - \frac{g}{\sqrt{2}} \left( \overline{u}_L \gamma^\mu W^\mu_L + \overline{d}_L \gamma^\mu W^\mu_L + \overline{u}_L \gamma^\mu W^\mu_R + \overline{d}_L \gamma^\mu W^\mu_R \right)
\]
where $V = V_L V_L^\dagger$ is a unitary matrix called Cabibbo-Kobayashi-Maskawa (CKM) or quark-mixing matrix:

$$
V = \begin{pmatrix}
V_{ud} & V_{us} & V_{ub} \\
V_{cd} & V_{cs} & V_{cb} \\
V_{td} & V_{ts} & V_{tb}
\end{pmatrix}.
$$

(2.48)

The elements of the CKM matrix are related to the mass of the fermions. There were several attempts to explain this connection, but none is able to describe the experimental data. Since there exists no obvious way to deduce the values of these elements from theory, it is necessary to measure them in order to verify the predictions.

Let us see how the CKM matrix can be constructed and what are its properties. Being unitary this matrix can be constructed from a product of rotation matrices. The general expression of $V$ can be deduced from $n(n - 1)/2$ mixing angles and $(n - 1)(n - 2)/2$ phases, where $n$ is the number of fermion families. It is interesting to note, that only with more than two families the elements of CKM matrix can be complex. Therefore only in this case $CP$ violation can be generated through the interference of two diagrams involving different matrix elements. In particular, three mixing angles and a single phase are the fundamental parameters of the theory with three families. There exist many different parameterizations. The parameterization frequently used [8] is

$$
V = \begin{pmatrix}
C_{12}C_{13} & S_{12}C_{13} & S_{13}e^{-i\delta} \\
-S_{12}C_{23} - C_{12}S_{23}S_{13}e^{i\delta} & C_{12}C_{23} - S_{12}S_{23}S_{13}e^{i\delta} & S_{23}C_{13} \\
S_{12}S_{23} - C_{12}S_{23}S_{13}e^{i\delta} & -C_{12}S_{23} - S_{12}C_{23}S_{13}e^{i\delta} & C_{23}C_{13}
\end{pmatrix}
$$

(2.49)

where $C_{ij} = \cos \theta_{ij}$ and $S_{ij} = \sin \theta_{ij}$. The unitarity of the CKM matrix leads to various relations among its elements. In particular, three of them are very useful for understanding the prediction of the SM for $CP$ violation in different decays. They are

$$
V_{ud}^*V_{us} + V_{cd}^*V_{cs} + V_{td}^*V_{ts} = 0
$$

(2.50)

$$
V_{us}^*V_{ub} + V_{cs}^*V_{cb} + V_{ts}^*V_{tb} = 0
$$

(2.51)

$$
V_{ud}^*V_{ub} + V_{cd}^*V_{cb} + V_{td}^*V_{tb} = 0
$$

(2.52)

Since these three relations imply the sum of three complex quantities to be equal zero, each of them can be geometrically presented in the complex plane as a triangle. Knowing the experimental values for the various $|V_{ij}|$ one can easily demonstrate that only Eq. 2.52 has 3 sides of the same order. This triangle is commonly called the “Unitarity Triangle”. For the first two triangles, one side is much shorter than the others two. Therefore one can intuitively understand why $CP$ violation is small
in $K$ decays (Eq. 2.50). $CP$ violation in $B$ system is related to the third triangle. Fig 2.1 shows the rescaled Unitarity Triangle derived from Eq. 2.52 choosing a phase convention with $|V_{cd}V_{cb}^\ast|$ being real and dividing the length of all sides by $|V_{cd}V_{cb}^\ast|$. Thus, two vertices of the triangle are fixed at $(0,0)$ and $(1,0)$ while the remaining vertex is placed at $(\rho, \eta)$.

![Diagram of the unitarity triangle](image)

Figure 2.1: The unitarity triangle. Some $B$ decay modes, which allow one to measure the angles are shown.

Another, (approximate) parameterization of the CKM matrix was proposed by Wolfenstein [15] with parameters $(\lambda, A, \rho, \eta)$:

$$V = \begin{pmatrix}
1 - \frac{\lambda^2}{2} & \lambda & A\lambda^3(\rho + i\eta) \\
-\lambda & 1 - \frac{\lambda^2}{2} & A\lambda^2 \\
A\lambda^3(1 - \rho - i\eta) & -A\lambda^2 & 1
\end{pmatrix} + O(\lambda^4), \quad (2.53)$$

where $\eta$ carries the $CP$ violating phase information and $\lambda = \sin \theta_C$. The angle $\theta_C$ is the Cabibbo angle ($\lambda = 0.2205 \pm 0.0018$). This approximation is at the order of $\lambda^3$, which is good enough at the present experimental sensitivity.

From the present measurements of the CKM matrix elements and using the unitarity constraints, one can narrow some of the ranges and put constraints on the top mixing.
The numerical values of these elements obtained in such a way ([8]) are

\[
V = \begin{pmatrix}
0.9755 \pm 0.0007 & 0.2205 \pm 0.0018 & 0.0026 \text{ to } 0.0038 \\
0.2205 \pm 0.0018 & 0.9745 \pm 0.0008 & 0.0395 \pm 0.0020 \\
0.0062 \text{ to } 0.0104 & 0.0395 \pm 0.0020 & 0.9993 \pm 0.0001
\end{pmatrix}
\] (2.54)

In order to estimate the feasibility to measure the three angles, it is useful for experimentalists to know what might be their potential values. Using the present experimental results, the region of the \((\rho, \eta)\)-point can be constrained in the imaginary plane. The following experimental results define the region of the apex of the unitarity triangle:

- **CP violation in the neutral \(K^0\) system**
  In the framework of the Standard Model the parameter \(\epsilon_K\) (Section 2.2) can be expressed as function of the \(\eta\) and \(\rho\) parameters:

\[
|\epsilon_K| = C B_K V_{cb}^2 \eta \left[ \eta f_2(y_t) - \eta_1 y_c + \eta_2 y_t f_2(y_t) V_{cb}^2 (1 - \rho) \right]
\] (2.55)

Here are \(C = \frac{G_F^2 m_K^3}{6 \pi^2} \lambda^2 m_K f_K^2 = (1.86 \pm 0.04) \times 10^5\), \(\eta_1 = 1.32 \pm 0.22\), \(\eta_2 = 0.57 \pm 0.01\) and \(\eta_3 = 0.47 \pm 0.04\) are the constants accounting for QCD correction factors [16], the functions \(f_2(y_t)\) and \(f_3(y_t)\) are [17]

\[
f_2(y_t) = 1 - \frac{3 y_t (1 + y_t)}{4 (1 - y_t)^2} \left[ 1 + \frac{2 y_t}{1 - y_t^2} \ln(y_t) \right]
\]

\[
f_3(y_t) = \ln \frac{y_t}{y_c} - \frac{3 y_t}{4 (1 - y_t)} \left[ 1 + \frac{y_t}{1 - y_t} \ln(y_t) \right]
\]

with \(y_i = \frac{m_i^2}{m_W^2}, i = c, t\). Using the present experimental data we can constrain the position of the apex in the \(\rho - \eta\) plane by the following equation:

\[
\eta = \frac{1.32}{1 + 3.24(1 - \rho)} \times [1 \pm 0.14 \pm 0.16 \pm 0.05] \] (2.56)

- **\(B^0 - \bar{B}^0\) mixing.**

  **Measurement of \(\Delta m_{B_d}\)**
  The parameter \(x_d\) quantifying the mixing can be calculated in the framework of the Standard Model:

\[
\Delta m_{B_d} = \frac{G_F^2}{6 \pi^2} m_{B_d} m_c^2 f_2(y_t) f_B^2 B_B \eta_{QCD} |V_{td}^* V_{td}|^2
\] (2.57)
where \( \eta_{QCD} = 0.55 \). The Wolfenstein parameterization for the CKM parameters gives \( |V_{td}V_{td}^*| = A^2 \lambda^6[(1 - \rho)^2 + \eta^2] \). Using the world average \( \Delta m_d = 0.489 \pm 0.009 \, \text{ps}^{-1} \) and a conservative range for \( \sqrt{B_{B^0}\overline{f}_{B^0}} = 207 \pm 50 \, \text{MeV} \), one finds that the apex of the unitarity triangle has to lie in a circle described by equation:

\[
\sqrt{(1 - \rho)^2 + \eta^2} = 0.95 \pm 0.24
\]

(2.58)

**Measurement of \( B^0_s - \overline{B^0_s} \) oscillation**

The large theoretical uncertainty on the value of \( \sqrt{B_{B^0}\overline{f}_{B^0}} \) can be reduced including the measurement of \( \Delta m_{B_s} \).

\[
\frac{\Delta m_{B_s}}{\Delta m_{B_d}} = \frac{m_{B^0_s}B_{B^0_s}\overline{f}_{B^0}^2}{m_{B^0_d}B_{B^0_d}\overline{f}_{B^0}^2} \left| V_{td} \right|^4 = \xi_s^2 \frac{1}{\lambda^2} \left( \frac{1}{(1 - \rho)^2 + \eta^2} \right)
\]

(2.59)

where the ratio \( \xi_s = 1.14 \pm 0.08 \) is slightly different from unity due to SU(3) breaking. Using the combination of the experimental results \( \Delta m_{B_s} > 14.6 \, \text{ps}^{-1} \), one derives the equation

\[
\sqrt{(1 - \rho)^2 + \eta^2} < 1.03
\]

(2.60)

- \( |V_{ub}| \) and \( |V_{cb}| \)

Combining the inclusive and exclusive measurement of \( V_{ub} \) and \( V_{cb} \) \( [8] \) one derives

\[
0.27 < \frac{|V_{ub}|}{\lambda |V_{cb}|} = \sqrt{\rho^2 + \eta^2} < 0.45
\]

(2.61)

Fig 2.2 illustrates the allowed region of \( (\rho, \eta) \) defined from the present experimental constraints (Eqs 2.56, 2.58, 2.60, 2.61). Thus, the predicted values for the unitarity angles are:

\[-0.6 \leq \sin 2\alpha \leq 0.9, \ 0.45 \leq \sin 2\beta \leq 0.82, \ -0.60 \leq \sin 2\gamma \leq 1\]

(2.62)

### 2.5 CP Violation Measurements in the \( B^0 \) System

The most extensive study of the \( B \) meson decays up to date has been performed at \( e^+e^- \) colliders operating at the center-of-mass energy of about 10.6 GeV, corresponding to the \( \Upsilon(4S) \) resonance. Although the cross section \( (\sigma(e^+e^- \rightarrow \Upsilon(4S)) = 1.1 \, \text{nb} \) (Fig 2.3) is not so large, it is the cleanest source of \( B\overline{B} \) pairs \( (\sim 50\% B^+B^- \) and \( \sim 50\% B^0\overline{B^0} \). It is also important to say, that no other particles are produced which allows one to get a good tagging efficiency. The main background is essentially due
to $q\bar{q}$ continuum events. As we will see later (Section 4.5.1) using the fact that $B$ mesons are produced almost at rest and continuum events have a jet-like shape, this background can be significantly reduced.

In $e^+e^-$ collisions at the $Y(4S)$ energy (The quantum numbers of this resonance are $J^{PC} = 1^{--}$) $B\bar{B}$ pairs are produced in a coherent $L = 1$ state. For the neutral $B$'s that means, that at any time there is always exactly one $B^0$ and one $\bar{B}^0$ until one of them decays. Thus, only at that time the nature of the second meson ($B^0$ or $\bar{B}^0$) is defined. However, if one of the particles decays, the other continues to evolve, and therefore events with two $B^0$ or two $\bar{B}^0$ decays may happen. Thus, one should consider the $B\bar{B}$ system as a whole instead of individual $B$ mesons. Since the wave function of the $B\bar{B}$ pair is antisymmetric

$$
|B(t_1)\bar{B}(t_2) > - |\bar{B}(t_1)B(t_2) > \\
\sqrt{2}
$$

(2.63)

Figure 2.2: Experimental constraints of the unitarity triangle before observation of $CP$ violation in the $B^0$ system.
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Figure 2.3: Hadronic cross section in the $\Upsilon$ region.

Eqs. 2.37, 2.38 read as

$$ Pr(B^0(t_1)_{tag}, B(t_2) \rightarrow f) = e^{-\Gamma(t_1+t_2)} \left[ \cos^2 \frac{\Delta m \Delta t}{2} \right] \left| f[T][B^0] \right|^2 \right. $$
$$ + \sin^2 \frac{\Delta m \Delta t}{2} \left| \frac{2}{p} \right|^2 \left| f[T][\overline{B^0}] \right|^2 $$
$$ - \frac{1}{2} \left| \frac{2}{p} \right| \sin \Delta m \Delta t e^{-\frac{2\Phi M}{2}} \left| f[T][B^0] \right| \left| f[T][\overline{B^0}] \right| \right. $$
$$ + \frac{1}{2} \left| \frac{2}{p} \right| \sin \Delta m \Delta t e^{2\Phi M} \left| f[T][B^0] \right| \left| f[T][\overline{B^0}] \right| \right]. $$

(2.64)

$$ Pr(B^0(t_1)_{tag}, B(t_2) \rightarrow f) = e^{-\Gamma(t_1+t_2)} \left[ \cos^2 \frac{\Delta m \Delta t}{2} \right] \left| f[T][B^0] \right|^2 \right. $$
$$ + \sin^2 \frac{\Delta m \Delta t}{2} \left| \frac{2}{p} \right|^2 \left| f[T][\overline{B^0}] \right|^2 $$
$$ - \frac{1}{2} \left| \frac{2}{p} \right| \sin \Delta m \Delta t e^{-\frac{2\Phi M}{2}} \left| f[T][B^0] \right| \left| f[T][\overline{B^0}] \right| \right. $$
$$ - \frac{1}{2} \left| \frac{2}{p} \right| \sin \Delta m \Delta t e^{2\Phi M} \left| f[T][B^0] \right| \left| f[T][\overline{B^0}] \right| \right]. $$

(2.65)

As it can be seen, this probability is governed by the time between the two decays, i.e. the reference time, $t_0$, is not the $\Upsilon(4S)$ decay time anymore, but the time at which one of the $B$ mesons is identified. The consequence of this is that it is mandatory to measure $\Delta t$ if one wants to use the interplay of $B$ decays and $B^0 - \overline{B^0}$ mixing for CP violation search. If $\Delta t$ is not measured and one needs to integrate the time dependence, the $\sin \Delta m \Delta t$ vanishes. This fact can be easily demonstrated for $B \rightarrow f_{CP}$, for which
the transition probability is

\[ Pr\left( B^0 (t_1)_{tag}, B(t_2) \rightarrow f_{CP} \right) \propto e^{-\frac{\Delta t}{\tau}} \left[ 1 + \eta_{CP} \sin \Delta m_B \Delta t \right] \]  

(2.66)

Therefore, for the asymmetry as defined in Eq. 2.42, one obtains

\[ A_{CP}(\Delta t) = -\eta_{CP} \sin 2\Phi \sin (\Delta m \Delta t). \]  

(2.67)

![Figure 2.4: A schematic view of an interaction with asymmetric beam energy.](image)

The time between two \( B \) decays has to be measured as the flight distance of the \( B \) meson using \( L = \beta \gamma c t \). As it was mentioned above, \( B \) mesons originate almost at rest \( (P_B \approx 300 \text{ MeV}) \) in the \( \Upsilon(4S) \) center of mass. Therefore the average distance between two \( B \) decay vertices is about \( 50 \mu \text{m} \), which is the same order of magnitude as the resolution obtained with the present detector technology and is limited by the multiple scattering. Now let us assume that the \( \Upsilon(4S) \) resonance is produced with a boost \( \beta \gamma \). Fig 2.4 shows how a typical \( B \bar{B} \) event may look like. The distance \( \Delta z \) can be expressed as

\[ \Delta z = \beta \gamma c t \left[ \frac{t_2 - t_1}{\tau} \right] + \gamma \beta_{cm} c t \cos \theta_B \left[ \frac{t_2 + t_1}{\tau} \right], \]  

(2.68)

where \( \beta \gamma \) is the boost of the \( \Upsilon(4S) \), \( c \tau \) is the average flight distance of a \( B \) meson and \( \beta_{cm} \) is its velocity in the \( \Upsilon(4S) \) center of mass \( (\beta_{cm} \approx 0.07) \), \( \theta_B \) is the angle between \( B \) meson produced in the \( \Upsilon(4S) \) rest frame with respect to the beam direction. For most studies the last term in Eq. 2.68 can be neglected. Thus, assuming \( \beta \gamma \approx 0.56 \), one obtains \( \beta \gamma c t \approx 250 \mu \text{m} \), which is measurable with today’s technique.
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Besides the measurement of $\Delta z$ the flavor of the $B^0$ at time $t = t_0$ has to be determined. There are several techniques for tagging the initial flavor of a $B$ meson. They are based on the determination of the charge of the $b$ quark. The most useful methods are tagging using leptons and kaons.

- **The Lepton Tagging**
  The charge of the $b$ quark in the decays $b \to c l \nu$ can be deduced by the charge of the lepton. Since the total inclusive branching fraction $(\mathcal{B}(B \to X_c e \nu_e) + \mathcal{B}(B \to X_c \mu \nu_\mu))$ is about 20%, this is very attractive.

- **The Kaon Tagging**
  In the direct cascade $b \to c \to s$, the charge of the $s$ quark is the same as the charge of $b$, and therefore, if the $s$ quark produces a charged kaon, its charge should have the same sign as the charge of the initial $b$.

2.6 Observation of CP Violation in the $B^0$ System

The observation of CP violation in the $B^0$ system has been recently reported by the BABAR collaboration [18]. The complete data sample collected in 1999-2001, which consists of 32 million produced $B \bar{B}$ pairs, has been used to fully reconstruct a sample of neutral $B$ mesons decaying into CP eigenstates such as $f = J/\psi K^0_S$, $\psi(2S)K^0_S$, $J/\psi K^0_L$, $\chi_{c1} K^0_S$ and $J/\psi K^{*0}(K^{*0} \to K^0_S \pi^0)$ ($B_{CP}$).

In the Standard Model, for the decays $b \to c \bar{s}$, the time dependent decay asymmetry is given by (Eq. 2.67)

$$A_{CP}(\Delta t) = -\eta_{CP} \sin 2\beta \sin (\Delta m_{B^0} \Delta t).$$  \hspace{1cm} (2.69)

where $\eta_{CP}$ is the CP-eigenvalue of the state $f$ and $\beta \equiv \Phi = \text{arg}(-V_{cd}V^*_{ub}/V_{td}V^*_{tb})$ is the CP violating phase in the unitarity triangle. $\eta_{CP} = -1$ for $J/\psi K^0_S$, $\psi(2S)K^0_S$ and $\chi_{c1} K^0_S$ and +1 for $J/\psi K^0_L$. Fig 2.5 shows the resulting beam-energy substituted mass $m_{E_S} = \sqrt{(E_{\text{beam}})^2 - (p_{B}^0)^2}$ distribution for $B_{CP}$ candidates with $K^0_S$ in the final state ($\eta_{CP} = -1$) and the difference $\Delta E$ between the energy of the candidates containing a $K^0_L$ ($\eta_{CP} = +1$) and the beam-energy in the center-of-mass (Section 4.5.1).

As shown in Sec.2.5, the measurement of CP asymmetry requires determination of $\Delta t = t_{CP} - t_{obs}$. It is also important to determine the fraction of events $w$, in which the tag assignment is incorrect. A potential mistag reduces the observed CP asymmetry by a factor $(1 - 2w)$. Two other $B$ samples are necessary for the determination of the mistag fraction, one for the determination of $\Delta t$ resolution ($B_{\text{flav}}$ sample) and another

$^1$J/\psi K^{*0}(K^{*0} \to K^0_S \pi^0)$ state is not a pure CP eigenstate. Therefore, one needs to do the angular analysis to define the fraction of CP-odd eigenstate [19].
Figure 2.5: a) Distribution of $M_{ES}$ for $B_{CP}$ candidates having a $K^0_S$ in the final state ($\eta_{CP} = -1$); b) distribution of $\Delta E$ for $J/\psi K^0_L$ candidates ($\eta_{CP} = +1$).

Figure 2.6: The time dependent asymmetry. Number of candidates having a $K^0_S$ in the final state ($\eta_{CP} = -1$) in the signal region a) with a $B^0$ tag $N_{B^0}$ and b) with a $\bar{B}^0$ tag $N_{\bar{B}^0}$ and c) the asymmetry as a function of $\Delta t$. The plots d)-f) present the corresponding information for $J/\psi K^0_L$ mode ($\eta_{CP} = +1$).

One for validation studies. The $B_{flav}$ sample consists of the channels $D^{(*)-}h^+(h^+ = \pi^+, \rho^+, a_1^+)$ and $J/\psi K^{*0}(K^{*0} \rightarrow K^+\pi^-)$. The control sample for validation studies consists of charged $B$ mesons decaying to the final states $J/\psi K^+$, $\psi(2S)K^+$, $\chi_{c1} K^+$ and $D^{(*)0} \pi^+$.

The second $B$ of the produced $B\bar{B}$ state is used for flavor tagging. Each event is assigned one of four exclusive tagging categories. The Lepton and Kaon categories contain events with high momentum leptons or with kaons. The two other categories are based on neural network algorithms whose tagging power originates primarily from soft pion detection of $D^+$ decays and from recovering unidentified primary leptons.
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The number of tagged events for the $B_{CP}$ sample was 801, with an average purity of about 80%, while the $B_{flav}$ and control $B$ charged samples contain 7591 and 6814 tagged events, respectively.

The time difference $\Delta t$ between the two $B$ vertices is determined from $\Delta z = z_{CP} - z_{tag}$ including an event-by-event correction for the direction of the $B$ with respect to the $z$ direction in the $\gamma(4S)$ rest frame (Eq. 2.68). The tagging vertex is defined by fitting the tracks not coming from the $B_{CP}$ or $B_{flav}$ candidate to a common vertex. The achieved $\Delta z$ resolution is reproduced by 2 Gaussians of 100$\mu m$ and 190$\mu m$. The narrow Gaussian represents about 70% of the events.

Fig 2.6 shows the number of $B_{CP}$ candidates and $A_{CP}$ as a function of $\Delta t$ overlaid with the likelihood fit result for $\eta_{CP} = -1$ and $\eta_{CP} = +1$ samples. The combined fit to the $CP$ modes and the flavor decay modes gives

$$\sin 2\beta = 0.59 \pm 0.14(\text{stat}) \pm 0.05(\text{syst})$$ (2.70)

For the control sample of charged $B$ $\sin 2\beta = 0.03 \pm 0.04$ was found, which is well consistent with zero. The measured value of $\sin 2\beta$ establishes $CP$ violation in $B$ decays at the 4.1$\sigma$ level. The probability of obtaining this result in absence of $CP$ violation is less than $3 \cdot 10^{-5}$. This result is consistent with the range implied by the present experimental constraints (Eq. 2.62). Fig. 2.7 shows graphically the existing $\sin 2\beta$ measurements from all experiments. The world average number is also presented on this plot.
Figure 2.7: Graphical displays of existing $\sin 2\beta$ measurements.
Chapter 3

The $B_{ABAR}$ Experiment

The primary goal of the BABAR experiment is a systematic study of the $CP$ violation in the decays of $B$ mesons. As it was pointed out in sec 2.5, the $\Upsilon(4S)$ resonance is a very good source for studying $B$ mesons. Due to a limited phase space, the $B$ mesons from $\Upsilon(4S) \to BB$ decay are produced almost at rest in the center of mass frame. The asymmetry in the beam energies allows one to boost the $B$ mesons with a significant momentum in the laboratory frame. This enables the measurement of the time-dependent $CP$ asymmetry in the decays of neutral $B$ mesons.

Since $CP$ violating effects in $B$ system are expected to be large, a relatively small sample of the event allows one to perform significant measurement. Unfortunately, the decay channels which are interesting for the $CP$ violation, have very small branching fractions (of the order of $10^{-4}$). Therefore, a large sample of $B'$s (about $10^7$) is necessary to perform these measurements. Thus, the accelerator luminosity must be a few $10^{33}$ cm$^{-2}$ sec$^{-1}$.

3.1 The PEP-II $e^+e^-$ asymmetric $B$ Factory

The accelerator complex PEP-II/BABAR is located at the Stanford Linear Accelerator Center (SLAC). PEP-II [20] is an $e^+e^-$ storage ring system designed to produce a luminosity of at least $3 \times 10^{33}$ cm$^{-2}$ sec$^{-1}$, and operates at a center of mass energy corresponding to the $\Upsilon(4S)$ resonance at $\sqrt{s} = 10.58$ GeV. The asymmetric energies of 9 GeV for the electron and of 3.1 GeV for the positron beam provide a boost in the laboratory frame of $\beta\gamma=0.56$. Such collisions produce $B$ mesons with two decay vertices separated by about $\beta\gamma c\tau=250$ $\mu$m.

PEP-II consists of a High Energy Ring (HER) for electrons and a Low Energy Ring (LER) for positrons as it is shown in Fig. 3.1. The HER replaces the old PEP machine,
while LER is put on the top of HER. Table 3.1 shows the PEP-II designed parameters and the average obtained during the first year operation. The designed number of particles per bunch is $2.1\times10^{10}$ for the electrons and $5.9\times10^{10}$ for the positrons.

Figure 3.1: The PEP-II/BABAR accelerator complex.

Figure 3.2: The PEP-II/BABAR integrated luminosity in 1999-2000.

The most crucial parameters for the BABAR detector are the luminosity, the energies and the sizes and position of the beams. Bhabha scattering is used for the online fast monitoring of the luminosity, while the more accurate offline measurement of the
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<table>
<thead>
<tr>
<th>Parameters</th>
<th>Design</th>
<th>Average</th>
</tr>
</thead>
<tbody>
<tr>
<td>Energy HER/LER (GeV)</td>
<td>9.0/3.1</td>
<td>9.0/3.1</td>
</tr>
<tr>
<td>Current HER/LER (A)</td>
<td>0.75/2.15</td>
<td>0.7/1.3</td>
</tr>
<tr>
<td>Number of bunches</td>
<td>1658</td>
<td>553-829</td>
</tr>
<tr>
<td>Bunch spacing (ns)</td>
<td>4.2</td>
<td>6.3-10.5</td>
</tr>
<tr>
<td>$\sigma_x$ ($\mu$m)</td>
<td>110</td>
<td>120</td>
</tr>
<tr>
<td>$\sigma_y$ ($\mu$m)</td>
<td>3.3</td>
<td>5.6</td>
</tr>
<tr>
<td>$\sigma_z$ (mm)</td>
<td>9</td>
<td>9</td>
</tr>
<tr>
<td>Luminosity ($10^{33}$ cm$^2$ s$^{-1}$)</td>
<td>3</td>
<td>2.5</td>
</tr>
<tr>
<td>Luminosity (pb$^{-1}$/day)</td>
<td>135</td>
<td>120</td>
</tr>
</tbody>
</table>

Table 3.1: PEP-II parameters. Values are given for the design and average during the first year of operation. The notations HER and LER means the high energy $e^-$ and low energy $e^+$ ring, respectively. $\sigma_x$, $\sigma_y$ and $\sigma_z$ refer to the horizontal, vertical and longitudinal rms of the bunches.

Luminosity is performed mainly using processes like $e^+e^-$ and $\mu^+\mu^-$. The systematic uncertainty of the relative changes of the luminosity is about 0.5% while the absolute value of the luminosity has a systematic error about 1.5%. A data sample of 1 fb$^{-1}$ provides a statistical error at the 1% level.

The accuracy of the relative setting of the beam energies is about 1 MeV. The beam energy is calculated from the average deviation of the accelerating frequency from the central value and the total magnetic bending strength. The accuracy for the absolute value is estimated to be about 5-10 MeV. The ratio of the $B\bar{B}$ hadronic events to the number of lepton pairs monitoring is used to ensure that the data are taken at the $\Upsilon(4S)$ resonance. A 2.5% variation of this value near the peak corresponds to a 2 MeV change in the center of mass energy.

The sizes and position of the beams which play an important role in all time-dependent measurements are defined online and offline continuously by analyzing the well measured two-track events.

Although most of data are taken at the $\Upsilon(4S)$ resonance energy ("on-resonance"), about 12% are recorded about 40 MeV below the $\Upsilon(4S)$ mass ("off-resonance"), which is necessary for studying the non-resonant background. Fig. 3.2 shows the integrated luminosity delivered by PEP-II and recorded by the BABAR detector in 1999-2000. The recorded off-resonance data are shown as well.
3.2 The \textit{BABAR} detector

The \textit{BABAR} detector (Fig. 3.3) [22] measures the charged particles by a combination of a five-layer (double-sided) silicon vertex tracker (SVT), which provides the measurements of the impact parameters and the track angles, and of a 40-layer central drift chamber (DCH) used for the measurements of the track momentum and its energy loss. The tracking system is embedded in a 1.5 T solenoidal field produced by a superconducting magnetic coil and provides good momentum resolution. The DCH is surrounded by the Detector of Internally Reflected Cherenkov Light (DIRC). It consists of 12 sectors of quartz bars read out by a matrix of about 11000 photo-tubes arranged on the internal surface of a water tank. The electromagnetic showers are measured by the Electromagnetic Calorimeter (EMC) composed of CsI(Tl) crystals. The Instrumented Flux Return (IFR) with resistive plate chambers provides the identification of the muons and neutral hadrons. Charged hadrons are identified using the ionization energy loss \((dE/dx)\) measured in the DCH and SVT, and the Cherenkov radiation detected in the DIRC.

![Diagram of the BABAR Detector](image)

3.2.1 The Silicon Vertex Tracker (SVT)

The Silicon Vertex Tracker (SVT) provides the required vertex resolution for the measurement of the CP violation and other decay-time-dependence measurements. In addition, when the charged particles have a low transverse momentum \( p_T < 120 \text{ MeV}/c \) and cannot be measured by the central drift chamber, the SVT is capable to act as an independent tracker.

Fig. 3.4 shows a schematic view of the SVT. Its design has been studied in order to minimize the multiple scattering. It takes into account the physical constraints imposed by the PEP-II geometry, such as the presence of the permanent magnets nearby the interaction point, which are necessary to separate the beams shortly after the interaction point. The polar angle acceptance \( \theta \) is \(-0.87 < \cos \theta_{lab} < 0.96 \) \((-0.95 < \cos \theta_{cm} < 0.87\)) and is limited by the beamline elements. A detailed description of the SVT and its components can be found in Ref. [23].

![Figure 3.4: Schematic view of SVT.](image)

The SVT consists of five double-sided layers of the silicon detectors assembled on carbon fiber support cones. The first three layers provide the tracking resolution while the last two are necessary to measure the low momentum tracks independently from the drift chamber information. The modules are read out by a special low-noise radiation-hard chip mounted on a passive circuit. The single hit resolution in azimuthal and longitudinal planes is shown in Fig. 3.5. The achieved average hit reconstruction efficiency is above 98\%. The SVT precision determines the impact parameter resolution for the measurement of high transverse momentum tracks, where the distance between two vertices is reconstructed with a resolution of about 50 \( \mu \text{m} \). Two \( B \) decay vertices are separated with a typical accuracy of 110 \( \mu \text{m} \).
3.2.2 The Drift Chamber (DCH)

The main purpose of the Drift Chamber (DCH) is the precise and efficient measurement of charge particle parameters such as momenta and angles, with transverse momenta $p_T$ above about 120 MeV/c. The DCH complements the information about the impact parameter and the direction of the track measured by the SVT. The reconstruction of decay vertices, for example $K^0_S$, outside of the SVT requires, in addition to the transverse momenta and position, the measurement of the longitudinal position with an accuracy of about 1 mm. The DCH has also to provide the particle identification at relatively low momenta by measuring the ionization loss $(dE/dx)$ and has to supply information for the charge particle trigger.

Fig. 3.6 shows a schematic view of the DCH. It has an outer radius of 80.9 cm and a length of 280 cm. The interaction point is shifted by 36.7 cm relatively to the center of the chamber, in order to improve the forward acceptance, given the asymmetric boost for the $\Upsilon(4S)$ events. The acceptance of the DCH covers the polar angle $-0.92 < \cos \theta_{ab} < 0.96$. 40 layers of small hexagonal cells provide spatial and amplitude measurements. Each hexagonal cell consists of a $20 \mu$m rhenium-tungsten sense wire operating nominally in the range 1900–1960 V. It is surrounded by 6 cathode wires. The longitudinal position is measured by placing the wires in 24 layers at a small angle with respect to the $z$-axis.

The Drift Chamber provides an average single point resolution of 125 $\mu$m. Fig. 3.7 shows the single cell resolution as a function of the drift distance, obtained from an ensemble of charged tracks (operation at 1960 V). The design of the drift chamber
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Figure 3.6: Schematic view of DCH. The chamber center is offset by 370 mm from the interaction point (IP).

Figure 3.7: Average DCH position resolution as a function of the drift distance in layer.

Figure 3.8: Measurement of $dE/dx$ in DCH as a function of track momentum. The curves are the Bethe-Bloch functions derived from the different particle masses.

has been studied to minimize the amount of material in front of the calorimeter. By choosing low-mass aluminum field wires and helium based gas (80%He+20%C$_4$H$_{10}$) the material thickness is less than 0.2%$X_0$.

The amplitude measurement provides the energy loss ($dE/dx$) used for particle identification at low momentum. The energy loss as a function of the track momentum
for the different types of particles is shown in Fig. 3.8. The mean $dE/dx$ resolution of 7% provides a $\pi/K$ separation up to 700 MeV/c.

Each four layers are grouped in one superlayer with the same orientation for sense and field wires within a given superlayer. This structure allows one to perform a fast local segment finding as the first step in pattern recognition. The information from all superlayers is included in the Level-1 trigger track finding, while only the axial superlayers are involved in the Level-1 trigger $p_T$ determination.

The tracking system consisting of the central drift chamber and the vertex tracker is arranged inside a magnetic field of 1.5 T produced by a superconducting magnet. It provides a typical momentum resolution of

$$\delta p_T/p_T = (0.13 \pm 0.01)\% \cdot p_T + (0.45 \pm 0.03)\%,$$  

where $p_T$ is given in GeV/c.

### 3.2.3 The Detector of Internally Reflected Cherenkov light (DIRC)

As shown in Section 2.5, the study of CP violation requires the ability to tag the flavor of one of the $B$ mesons and to fully reconstruct the second $B$ decay. The maximal momenta of the kaons used for the tagging of $B$ via decay cascade $b \rightarrow c \rightarrow s$ are about 2 GeV/c. In contrast, the pions and kaons from the rare two-body decays $B^0 \rightarrow \pi^+\pi^-, K^+\pi^-$ have momenta between 1.7 and 4.2 GeV/c.

The Detector of Internally Reflected Cherenkov light (DIRC) [24] is the principal particle identification system of the BABAR detector. Fig. 3.9 shows the basic principle of the DIRC. Charged particles, produced at the interaction point inside the detector, traverse the quartz bars in which Cherenkov radiation is produced. The angle of this radiation ($\theta_c$) with respect to the incident particles is a measure of the velocity of these particles ($\nu$) from the equation $\cos \theta_c = 1/n\beta$ ($\beta = \nu/c, \nu$ - velocity of the particle, $c$-velocity of light, $n=1.473$ - mean refractive index of the quartz radiator).

The Cherenkov photons propagates along the rectilinear bars by total internal reflection, preserving the angular information and exiting outside the detector into a large pure water tank, called the standoff box. Using the position of the photo-tube and the arrival time of the signals, the DIRC is a tree-dimensional imaging device. Since the tracking system provides the track position and the angles, the measured photon propagation angles are used to determine the Cherenkov angle. The arrival time of the signal can be also related to the propagation angles and provides an additional constraint, which is very useful to avoid ambiguities in the signal association due to high background rates.
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Figure 3.9: Schematic view of DIRC quartz radiator bar and the photon detection region.

The DIRC consists of quartz bars inside the detector and of the standoff box, supporting photomultipliers outside the detector at the backward end. The bars are supported by a mechanical structure which is attached to the barrel iron via special structural elements. The water tank is composed of a cylinder, a cone and 12 cylindrical sections. 10752 photomultipliers are mounted on the sectors placed at about 1.17 meters from the exit point to permit a precise measurement of the angle for each photon. The standoff box is arranged inside a special low magnetic field volume ([25]) which diminishes the value of the fringe fields from the main solenoid.

A single photon angular resolution of about 10.2 mrad with an average of 30 photons per track corresponds to about 2.8 mrad for the Cherenkov angle. With a timing precision of 1.7 ns the separation between charged kaons and pions is approximately three standard deviation at 3.5 GeV/c.

The selection efficiency and misidentification for kinematically identified kaon and pion tracks from the $D^{*+} \rightarrow D^0\pi^+$, $D^0 \rightarrow K^-\pi^+$ sample are shown in Figs. 3.10,3.11 as a function of track momentum.
3.2.4 The Electromagnetic Calorimeter (EMC)

The Electromagnetic Calorimeter (EMC) provides the measurement of electromagnetic showers with high efficiency and good energy and angular resolution. The energy range from 20 MeV to 9 GeV covered by EMC is required to detect the photons from $\pi^0$ and $\eta$ as well as from radiative and electromagnetic processes. The QED processes, like $e^+e^-\rightarrow e^+e^-$ ($\gamma$) and $e^+e^-\rightarrow e^+e^-$, used for the calibration and luminosity measurements sets the high limit, while the capability to reconstruct the $B$ mesons in modes containing multiple $\pi^0$ and $\eta$ with high efficiency set the low limit.

The Electromagnetic Calorimeter (EMC) (Fig. 3.12) covers polar angles of $-0.78 < \cos\theta_{lab} < 0.96$. It contains 6580 CsI crystals doped with thallium iodide at about 1000 ppm. Each crystal has the shape of a trapezoidal pyramid. The crystals range from 16 to 17.5 radiation lengths in thickness. The front faces are typically $\sim 5$ cm in each dimension.

Each crystal is wrapped with a diffuse reflective material (TYVEK) and housed in a thin eggcrate-like carbon fiber composite mechanical structure. There are 280 such modules in the barrel (7 types, 40 of each type) and 20 identical endcap modules. The crystals are read out with two independent PIN photodiodes (2 cm$^2$ area) glued to their rear faces. Dual-range preamplifiers are arranged directly behind the photodiodes in a shielded housing, that also provides a thermal path for heat removal. Shielded ribbon cables carry analog signals to the end flanges of the barrel and the back plate of the endcap, where additional amplification and digitizing electronics are mounted providing a total of four overlapping linear ranges.

The energy resolution is measured directly with a radioactive source at low energies and with electrons from Bhabha scattering at high energies, yielding resolutions of
\( \sigma(E)/E = 5.0 \pm 0.8\% \) at 6.13 MeV and \( \sigma(E)/E = 1.9 \pm 0.07\% \) at 7.5 GeV, respectively. The energy resolution can also be inferred from the observed mass resolutions for the \( \pi^0 \) (Fig. 3.14) and \( \eta \), which are measured to be around 7 MeV and 16 MeV, respectively.

Figure 3.13: The EMC energy resolution as a function of energy, as determined from the observed width of \( \pi^0 \) and \( \eta \) decays to two photons of equal energy and from Bhabha electrons. The shaded band is the best fit to the \( \pi^0 \), \( \eta \), and Bhabha data. Also shown is the energy resolution of the 6.13 MeV photons from the radioactive source and from the photons of the transition \( \chi_c \rightarrow J/\psi \gamma \).
Fig. 3.14: Two gamma invariant mass distribution showing the $\pi^0 \rightarrow \gamma \gamma$ decay.

Fig. 3.15: The EMC angular resolution as a function of energy.

Fig. 3.13 shows the energy resolution extracted from a variety of data as a function of energy. A fit to the $\pi^0$, $\eta$, and Bhabha energy resolution measurements, assuming an energy dependence of the form:

$$\sigma(E)/E = \sigma_1(E/\text{GeV})^{-1/4} + \sigma_2,$$

(3.2)
gives $\sigma_1 = (2.32 \pm 0.30)\%$ and $\sigma_2 = (1.85 \pm 0.12)\%$.

The $\pi^0$ and $\eta$ data are also used to measure the angular resolution of the calorimeter. It is found to vary between about 12 mrad at low energies and 3 mrad at high energies (Fig. 3.15), described by an energy dependence according to:

$$\sigma_{\theta, \phi} = \sigma_1(E/\text{GeV})^{-1/2} + \sigma_2,$$

(3.3)
with $\sigma_1 = (3.87 \pm 0.07)$ mrad and $\sigma_2 = (0.00 \pm 0.04)$ mrad.

The calorimeter is also used for the separation of hadrons from electrons, and in conjunction with the IFR for muon- and $K_L$-identification; its performance in these areas is described in section 3.2.5.

### 3.2.5 The Instrumented Flux Return (IFR)

The primary aim of the Instrumented Flux Return (IFR) is to identify muons with high efficiency and purity, and to detect neutral hadrons, mainly $K^0_S$, in a wide momentum and angle range. It plays a major role in tagging the flavor of neutral $B$
mesons via semileptonic decays, in reconstructing the vector mesons, mainly $J/\psi$ and in studying rare decays of $B$ and $D$ mesons involving leptons. The $K^0_L$ reconstruction is of special importance for the study of exclusive $B$ decays into $CP$ eigenstates.

![Diagram of IFR resistive plate chambers](image)

**Figure 3.16:** Schematic view of IFR resistive plate chambers.

Single gap resistive plate chambers (RPCs) with two-coordinate readout are embedded in the steel flux return system of the magnet, which acts as a muon filter and hadron absorber (Fig. 3.16). The barrel is segmented into 19 RPC layers and the endcap into 18 layers with increasing thickness from 2 cm for the inner ones to 10 cm for the outer plates. Two extra layers of RPCs are installed between the EMC and the solenoid cryostat to detect the particles escaping from the EMC.

$K^0_L$ and other neutral hadrons interact in the steel of the IFR and can be identified as clusters which are not associated with charged tracks. Monte Carlo simulation shows that approximately 65% of $K^0_L$ with momentum above 1 GeV/c produce a cluster in the cylindrical RPC’s, or a cluster with hits in two or more planar RPC layers. Unassociated clusters which have an angular separation less than 0.3 rad, are combined into a composite cluster. The direction of the neutral hadron is defined from the event vertex and the centroid of the neutral cluster. No information on the energy of the cluster can be obtained. Since a significant part of hadrons interact before reaching the IFR, the information from the EMC and the cylindrical RPC is combined in order to perform the matching of the clusters.

Selecting the multihadron events with reconstructed $J/\psi$ decay, the angular difference between the missing momentum and the direction of the nearest neutral hadron cluster can be determined. Fig. 3.17 shows a clean peak, which demonstrates that the missing momentum can be associated with a neutral hadron, assumed to be a $K^0_L$. Its efficiency increases approximately linearly with momentum. It varies between 20% and 40% in the momentum range from 1 GeV/$c$ to 4 GeV/$c$. 
Figure 3.17: The difference between the direction of the reconstructed neutral hadron cluster and the missing transverse momentum.

Figure 3.18: The muon efficiency and pion misidentification as a function of a track momentum.

Fig 3.18 shows the muon efficiency and the pion misidentification as a function of a track momentum.
Chapter 4

Hadronic $B$ Physics with the $\text{BABAR}$ detector

Besides the study of $CP$ violation in $B$ decays, many others very interesting topics involving $B$ physics can be investigated at $B$ factories. One of the goals in $B$ decays is to probe and understand physics at very short distances. In addition, it is hoped that a precise measurement of $CP$ violation, rare decays and flavor changing processes may provide important insights into “new” physics beyond the Standard Model.

In this chapter the theoretical techniques used for studying $B$ mesons are described. In particular, the theoretical issues connected to the $b \to c\bar{c}s$ transitions and their contribution to the understanding of the production of $D_s^{(*)+}$ mesons are discussed.

4.1 Heavy-Quark Expansion

There are several appropriate theoretical methods for describing $B$ meson decays to the $D_s^{(*)+}$ and $D^{(*)}$. They include effective field theories such as the Heavy-Quark Expansion (HQE) and Chiral Perturbation Theory (ChPT). Effective field theories derive their predictions by an expansion of a small parameter. A ratio of mass scales is considered at a particular limit or special kinematics.

The basic idea of effective field theories is that only certain degrees of freedom are important to describe the system. In particular, the intermediate states with high virtuality may be removed from the theory, since kinematical considerations restrict the momenta of the external particles and subsequently, restrict effectively the momenta of the virtual particles as well. This absence may be compensated by introducing “effective” interactions between the remaining degrees of freedom.

Both HQE and ChPT are derived from formal limits of QCD in which the theory exhibits useful symmetries. In the case of HQE, this limit is $m_c, m_b \to \infty$, where the
“spin-flavor” symmetry gives a variety of predictions for heavy hadron spectroscopy. For ChPT, the limit \( m_u, m_d, m_s \to 0 \) leads to predictions for the emission and absorption of the soft pions. It is important to say, that in both cases the quark masses are either larger or smaller compared to the scale of nonperturbative QCD, typically hundreds of MeV. Unfortunately, the use of HQE and ChPT is restricted to a small number of processes involving certain initial and final states.

The consideration of the physics characterized by virtualities \( \mu \simeq m_b \) is different from that a virtual \( W \) in weak decays, besides it is still a case that \( \alpha_s(m_b)/\pi \simeq 0.1 \ll 1 \). This happens because the \( b \)-quark is real. Let us consider a hadron \( H_Q \) composed of a heavy quark \( Q \) and “light degrees of freedom” consisting of quarks, antiquarks and gluons, in the limit \( m_Q \to \infty \). In this limit, the light degrees of freedom do not allow to probe the scale \( \lambda_Q \sim 1/m_Q \), since the typical momentum exchanged between the light degrees of freedom and heavy quark is of order \( \Lambda_{QCD} \ll m_Q \). Thus, \( Q \) acts as a static source of the electric and chromoelectric field.

The fact that the interaction of the light degrees of freedom with the heavy quark does not depend on \( m_Q \), leads to the presence of the **spectrum of excitations**. These excitations determine the spectrum of heavy hadrons \( H_Q \) with the splitting \( \Delta_i \sim \Lambda_{QCD} \). Consequently, the light degrees of freedom appear exactly in the same states in the mesons \( B_i \) and \( D_i (i = d, s) \) with an offset \( B_i - D_i = m_b - m_c \).

The spin quantum number of the heavy quark of \( S_Q = \frac{1}{2} \) leads to a chromomagnetic moment \( \mu_Q \propto g/2m_Q \), which is \( \mu_Q \to 0 \) if \( m_Q \to \infty \). Therefore, the interaction between the spin of the heavy quark and light degrees of freedom is insensitive to \( S_Q \) (whether it is \( S_Q = \frac{1}{2} \) or \( S_Q = -\frac{1}{2} \)). Hence each energy level of the \( B \) and \( D \) mesons is actually doubled, one for every spin projection.

Supposing the light degrees of freedom have an orbital angular momentum \( \vec{L} \). Combined with the heavy quark spin \( \vec{S}_Q \), the physical hadron states with the angular momentum

\[
j = \left| L \pm \frac{1}{2} \right|
\]

can be produced. This yields two states if \( L \neq 0 \). Thus the chromomagnetic interactions split the states for a given \( L \) but different \( j \). Since “hyperfine” splitting is proportional to the heavy quark magnetic moment \( \mu_Q \), it can be demonstrated ([26]) that

\[
m_B^2 - m_B^0 = m_D^2 - m_D^0,
\]

which is a nonperturbative prediction of the heavy-quark symmetry. Taking into account the correction of order \( \Lambda_{QCD}(1/m_c - 1/m_b) \sim 0.1 \text{GeV}^2 \), the above prediction is well confirmed, since \( m_B^2 - m_B^0 = 0.49 \text{GeV}^2 \) and \( m_D^2 - m_D^0 = 0.55 \text{GeV}^2 \) experimental prove.

Besides the two narrow states \( D_1(2420) \) and \( D_2^*(2460) \) which have already been observed [8], the heavy-quark symmetry predicts two broad states with \( L = 1 \) and
respectively $j = 1/2$ and $j = 3/2$. A recent study of the charmed meson spectroscopy,
for $D$ mesons performed by CLEO [27] shows evidence for one of these states, which
is interpreted as $D_0^0(j = 1/2)$.

4.2 Factorization

4.2.1 The $B \rightarrow D_0^{(*)} + \bar{D}^{(*)}$ Decays

The factorization model assumes that the amplitude of the decay is described as a
product of two independent currents parameterized in terms of Lorentz invariant form
factors. In other words, the matrix element factorizes

$$< M_1(p'), M_2(q) | j^\mu A_\mu | \bar{B}(p) > = < M_1(p') | j^\mu | \bar{B}(p) > \times < 0 | A_\mu | M_2(q) >$$  \hspace{1cm} (4.3)

The value of the form factor is given for the minimum or maximum value of the
transferred momentum, $q^2 = 0$ or $q^2 = q_{\text{max}}^2$, and then extrapolated to an intermediate
value using different phenomenological models. For example, Bauer, Stech and Wirbel
(BSW) ([28]) use a simple pole form while other calculations ([29, 30, 31]) use form
factors motivated by Heavy-Quark Effective Theory (HQET) ([32]).
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Figure 4.1: Diagram shows a two-body decay of $B$ mesons.

A $B$ meson (containing $\bar{b}$ quark) decays to a meson $M_1$ (containing $\bar{c}$ quark) and the
weak current which produces the meson $M_2$ (Fig. 4.1). The decay constant is involved
in the matrix element of the axial-vector or vector current between $M_2$ and vacuum:

$$< 0 | A_\mu | P(q) > = i q_\mu f_P$$  \hspace{1cm} (4.4)

for a pseudoscalar meson $P$ with the four-momentum $q$ and

$$< 0 | V_\mu | V(q, \epsilon) > = \epsilon_\mu M_V f_V$$  \hspace{1cm} (4.5)
for a vector meson $V$ with the four-momentum $q$ and the polarization vector $\epsilon_\mu$. In the
limit that the mass of the heavy quark is infinitely large, the recoil of the light quark
does not change the velocity of the heavy quark. In this picture, the QCD interactions
of the light quark are not perturbed by the transition of one heavy quark to another.
In the heavy-quark limit both $f_P$ and $f_V$ are derived from the nonrelativistic quark-
model:

$$ f_P^2 = f_V^2 = \frac{12|\psi(0)|^2}{M} $$

where $\psi(0)$ is the wave function of the light antiquark and the heavy quark at the
origin, and $M$ is the mass of the heavy meson. An important consequence of this
theory is that all heavy meson decays are governed by one single form factor.

Let us consider that $M_1$ is the meson $D$ or $D^*$, while meson $M_2$ is either $\pi$, $\rho$, $D^+_s$, $D_s^+$, $D$
or $D^*$. Assuming factorization (Eq. 4.3) and the matrix elements Eqs. 4.4, 4.5, the
decay amplitude of the transition $B^0 \rightarrow D^- P$ is given by the product

$$ < D^- | j^\mu | B^0 > | q^2 = m_P^2 \times i \epsilon_\mu f_P. $$

For the corresponding decay to a vector meson, $B^0 \rightarrow D^- V$, the amplitude is

$$ < D^- | j^\mu | B^0 > | q^2 = m_V^2 \times \epsilon_\mu M_V f_V. $$

The matrix element for $B \rightarrow D(\ast)$ transition can be expressed via the universal form
factor $\xi(w^2)$, known as Isgur-Wise function:

$$ < D(v') | V^\mu | B(v) > = \sqrt{m_B} \xi(w^2)(v + v')^\mu $$

where $v$ and $v'$ are the four-velocities, $v = p/m_B$ and $v' = p'/m_D$, and $w = v - v'$
with

$$ w^2 = \frac{q^2 - q_{max}^2}{m_B m_D} = \frac{q^2 - (m_B - m_D)^2}{m_B m_D} $$

It is important to note that the matrix element for $B \rightarrow D(\ast)$ transition as a function
of $q^2$ can be extracted from semileptonic $B$ decay. We take $m_b = m_B = 5.28 \text{GeV}/c^2$ and
$m_c$ equal to the spin-weighted average of $D$ and $D^*$ masses, $m_c = m_D = 1.97 \text{GeV}/c^2$.
The following expression is derived by Rosner [29] for the decay rate of a $B$ meson to
a pseudoscalar and a $D$:

$$ \Gamma(B^0 \rightarrow D^- P^+) = \frac{G_F^2}{32\pi} m_B^3 |\xi(w_p^2)|^2 A f_P^2 |V_{cb} V_{ij}|^2(1 - \sqrt{\zeta})^2 (1 + \sqrt{\zeta})^2 (1, \zeta, y_p) \frac{(1 + \sqrt{\zeta})^2 - y_p^2}{4 \sqrt{\zeta}} $$

where $\Lambda$ are QCD corrections, $\zeta = m_D^2/m_B^2$, $y_{p,v} = m_{p,v}^2/m_B^2$, $\lambda(a,b,c) = a^2 + b^2 + c^2 - 2ab - 2ac - 2bc$. The rates for the decays involving one or two vector mesons in
the final state can be expressed by similar expressions:

$$ \Gamma(B^0 \rightarrow D^- V^+) = \frac{G_F^2}{32\pi} m_B^3 |\xi(w_v^2)|^2 A f_v^2 |V_{cb} V_{ij}|^2(1 + \sqrt{\zeta})^2 (1, \zeta, y_v) \frac{1}{4 \sqrt{\zeta}} $$
\[ \Gamma(B^0 \rightarrow D^*-P^+) = \frac{G_F^2 m_B^3}{32\pi} \left| \xi(w^2) \frac{m_B}{m} \mathcal{A}_f \mathcal{S}_f \right|^2 V_{cb} V_{ij} \frac{1}{4\sqrt{\zeta}} (1 + \sqrt{\zeta})^2 \lambda^{3/2}(1, \zeta, y_e) \] (4.13)

\[ \Gamma(B^0 \rightarrow D^*+V^+) = \frac{G_F^2 m_B^3}{32\pi} \left| \xi(w^2) \frac{m_B}{m} \mathcal{A}_f \mathcal{S}_f \right|^2 V_{cb} V_{ij} \frac{(1 + \sqrt{\zeta})^2 - y_e}{4\sqrt{\zeta}} N(\zeta, y_e) \] (4.14)

where

\[ N(\zeta, y_e) = (1 - \sqrt{\zeta})^2[(1 + \sqrt{\zeta})^2 - y_e] + 4y_e(1 + \zeta - y_e) \]

In decays involving only one vector meson, the vector meson is necessarily longitudinally polarized with respect to the decay axis. When the $B$ meson decays into two vector mesons, different polarizations are possible: either both are longitudinal ($\Gamma_L$), or both are transverse with polarization vectors parallel ($||$) or perpendicular ($\perp$) to each other. The fraction of the longitudinal polarization is

\[ \frac{\Gamma_L}{\Gamma} = (1 - \sqrt{\zeta})^2[(1 + \sqrt{\zeta})^2 - y_e]/N(\zeta, y_e) \] (4.15)
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Figure 4.2: Factorization prediction for the fraction of the longitudinal polarization for the decays involving two vector mesons as a function of $q^2$. The experimental results for $B \rightarrow D^*\rho$, $B \rightarrow D^*\rho'$ and $B \rightarrow D^*D_{s}^+$ are shown too.

Fig 4.2 shows this dependence as a function of $q^2$.

There are several proposals for an analytical expression of the Isgur-Wise function. Rosner [29] suggested

\[ \xi(w^2) = \frac{1}{1 - w^2/w_0^2} \] (4.16)

while Mannel, Roberts and Ryzak [30] use the parameterization

\[ \xi(w^2) = \exp\{kw^2\}. \] (4.17)
The calculation of the Isgur-Wise function proposed by Neubert and Rieckert [31] includes the leading mass corrections in the heavy quark limit. It leads to

\[
\xi(w^2) = \frac{1}{1 - w^2/4} \exp\{\beta \frac{w^2}{4 - w^2}\}. \tag{4.18}
\]

In all three expressions, there is a free parameter \((w_0, k, \text{ or } \beta)\), which can be extracted using experimental data, for example the measurement of semileptonic \(B\) decays. The simultaneous fit of the ratios \(\mathcal{B}(B \to D l\nu)/\mathcal{B}(B^0 \to \pi^+ D^{(*)-})\), \(\mathcal{B}(B \to D^* l\nu)/\mathcal{B}(B^0 \to \pi^+ D^{(*)-})\) and the polarization variable \(\alpha = 2 \Gamma_L/\Gamma_T - 1\) gives the following values for these parameters [56]:

\[
w_0 = 1.17 \pm 0.20, \quad k = 0.49 \pm 0.12, \quad \beta = 1.53 \pm 0.63 \tag{4.19}
\]

Table 4.1 shows the predicted relative branching fractions for the \(B \to D_s^{(*)} + \overline{D}^{(*)}\) decay modes using the factorization approach.

As will be shown below, the ratio

\[
\frac{\Gamma(B^0 \to D_s^+ D^-)}{\Gamma(B^0 \to \pi^+ D^-)} = \frac{f_{D_s^+}^2 |V_{cs}|^2 |\xi(w_{D_s^+}^2)|^2}{f_\pi^2 |V_{ud}|^2 |\xi(w_{\pi^+}^2)|^2} \frac{\lambda^{1/2}(1, \zeta, y_{D_s^+})}{\lambda^{1/2}(1, \zeta, y_{\pi^+})} \left(\frac{[1 + \sqrt{\zeta}^2 - y_{D_s^+}]^2}{[1 + \sqrt{\zeta}^2 - y_{\pi^+}]^2}\right) \tag{4.20}
\]

might be useful for the extraction of the decay constants.

### 4.2.2 The \(B \to D_s^{(*)} + X_q\) Inclusive Rates

The spectator quark model allows one to obtain the inclusive decay rate of a \(B\) meson to a \(D_s^+\) by writing

\[
\Gamma(B \to D_s^+ X_q) \simeq \Gamma(\bar{b} \to D_s^+ q) + \Gamma(\bar{b} \to D_s^{*+} q), \tag{4.21}
\]

where \(q\) is an outgoing quark as shown in Fig. 4.4. As mentioned in the introduction, decays of the higher exited states (lowest P wave) of \(c\bar{s} (D_s^{**})\) do not lead to a \(D_s^+\).
meson since their main decays are to $D^{(*)} K$. Using the factorization approach Eq. 4.3 one can write the effective matrix element for the weak decay $\bar{b} \to D_s^{(*)+}\bar{q}$ as

$$ <D_s^{(*)+}\bar{q}|H_{eff}|\bar{b}> = \frac{G_F}{\sqrt{2}} a_1 V_{ub}^* V_{cs} <q|J^\mu|b><0|A_\mu(V_\mu)|D_s^{(*)+}>.$$  \hspace{1cm} (4.22)

Here, the parameter $a_1$ is

$$ a_1 = c_1 + \frac{c_2}{N_c}. \hspace{1cm} (4.23)$$

Since factorization is so far consistent with the experimental data, $|a_1| = 1.00 \pm 0.06$ has been extracted using a combined fit of several measured modes in exclusive decays where only type 1 diagrams are involved. The Wilson coefficients in the equation above are [33]

$$ c_1 = \frac{c_+ + c_-}{2}, \text{ and } c_1 = \frac{c_+ - c_-}{2}, \text{ with } c_\pm = \left( \frac{\alpha_\mu(\mu)}{\alpha(m_W)} \right)^{d_\pm},$$  \hspace{1cm} (4.24)

where $d_+ = -6/23$ and $d_- = 12/23$.

The rate of the inclusive $\bar{b} \to D_s^{(*)+}\bar{q}$ is calculated using the Eqs. 4.4, 4.5 for the emission of a pseudoscalar or vector meson. One finds [34]

$$ \Gamma^{(0)}(\bar{b} \to D_s^{(*)+}\bar{q}) = \frac{G_F^2}{8\pi} a_1^2 |V_{ub}^* V_{cs}|^2 \int Dp \frac{(m_b^2 - m_q^2)^2}{m_b^2} \left( 1 - \frac{m_{D_s^{(*)+}}^2 (m_b^2 + m_q^2)}{(m_b^2 - m_q^2)^2} \right) p_{D_s^{(*)+}}.$$

Then, for the transverse polarization one can find

$$ \Gamma^{(0)}(\bar{b} \to D_s^{(*)+}(\lambda = \pm 1)\bar{q}) = \frac{G_F^2}{4\pi} a_1^2 |V_{ub}^* V_{cs}|^2 \int Dp \frac{m_b^2 + m_q^2}{m_b^2} \left( 1 - \frac{m_{D_s^{(*)+}}^2 (m_b^2 + m_q^2)}{(m_b^2 - m_q^2)^2} \right) p_{D_s^{(*)+}}.$$

Using $m_{D_s^{(*)+}}^2 \ll m_b^2$ and $m_q^2 \ll m_b^2$, it can be deduced

$$ \frac{\Gamma_T}{\Gamma_L} = \frac{\Gamma^{(0)}(\bar{b} \to D_s^{(*)+}(\lambda = \pm 1)\bar{q})}{\Gamma^{(0)}(\bar{b} \to D_s^{(*)+}(\lambda = 0)\bar{q})} \simeq \frac{2m_{D_s^{(*)+}}^2}{m_b^2 - 4m_q^2}$$.  \hspace{1cm} (4.27)

Thus, the expected order of magnitude of the ratio $\Gamma_T/\Gamma_L$ is about 1/2 and 1/3 for $\bar{b} \to D_s^{(*)+}\tau$ and $\bar{b} \to D_s^{(*)+}\tau$ transitions, respectively (using $m_b = 4.85\text{GeV}/c^2$ and $m_c = 1.45\text{GeV}/c^2$). Adding both longitudinal and transverse polarization, one obtains

$$ \Gamma^{(0)}(\bar{b} \to D_s^{(*)+}\bar{q}) = \frac{G_F^2}{8\pi} a_1^2 |V_{ub}^* V_{cs}|^2 \int Dp \frac{(m_b^2 - m_q^2)^2}{m_b^2} \left( 1 + \frac{m_{D_s^{(*)+}}^2 (m_b^2 + m_q^2 - 2m_{D_s^{(*)+}}^2)}{(m_b^2 - m_q^2)^2} \right) p_{D_s^{(*)+}}$.  \hspace{1cm} (4.28)
The radiative corrections to $\bar{b} \to D_s^+(g)$ at order $\alpha_s$ are computed in [35], and

$$\Gamma(\bar{b} \to D_{s}^{(*)+}\bar{q}) = \Gamma^{(0)}(\bar{b} \to D_{s}^{(*)+}\bar{q}) \left[ 1 + \frac{4 \alpha_s}{3 \pi} \eta^*(\xi_{D_{s}^{(*)}+}, r_q) \right]$$

(4.29)

is obtained, where $\xi = q^2/m_b^2$ and $r_q = m_q/m_b$. The functions $\eta^*(\xi_{D_{s}^{(*)}+}, r_q)$ are slowly varying with $r$ and $\xi$ and in the limit $\xi \to 0$, $r_q \to 0$ they can be approximated like

$$\eta(0,0) = \eta^*(0,0) = \frac{5}{4} - \frac{\pi^2}{3}$$

(4.30)

The following numerical values are used in Ref. [35] to derive the expected branching fractions:

- **Quark masses:**

$$m_b^2 = 4.85 \text{GeV}/c^2, \quad m_c = 1.45 \text{GeV}/c^2, \quad m_u \simeq 0.$$  

(4.31)

- **The decay constants:**

$$f_{D_s^+} = 230 \text{MeV}, \quad f_{D_{s}^{*+}} = 280 \text{MeV}.$$  

(4.32)

- **The radiative corrections for $q = c$ with the $\alpha_s(m_b) = 0.2$:**

$$\frac{4 \alpha_s}{3 \pi} \eta(\xi_{D_s^+}, r_c) = -0.095$$

$$\frac{4 \alpha_s}{3 \pi} \eta^*(\xi_{D_{s}^{*+}}, r_c) = -0.108$$

(4.33)

- $\tau_B = 1.6 \text{ps}$, and $|V_{cb}| = 0.04$

Including QCD correction, the $D_s^+$ branching fraction from $B$ decays (Eq. 4.21) is calculated like

$$\mathcal{B}(B \to D_s^+ X_c) \simeq 8\%$$

(4.34)

where the corresponding terms for the $D_s^+$ and $D_{s}^{*+}$ production are

$$\mathcal{B}(\bar{b} \to D_s^{+}\bar{c}) \simeq 2.6\%, \quad \text{and} \quad \mathcal{B}(\bar{b} \to D_{s}^{*+}\bar{c}) \simeq 5.4\%,$$

(4.35)

respectively. The calculated branching fraction Eq. 4.34 is consistent with the world average value $(10.0 \pm 2.5)\%$ given in [8]. The $D_s^+ \to \phi \pi^+$ branching fraction uncertainty [8] is the common and the dominant error for all measurements. Therefore, the ratio of the vector to pseudoscalar production rates looks very attractive since it cancels out this quantity.
4.3 Charm Production Rate from $B$ Decays

The inclusive semileptonic branching fraction is defined as

$$B_{SL} = \frac{\Gamma(\bar{B} \to X e^- \bar{\nu}_e)}{\sum_i \Gamma(B \to X l^- \bar{\nu}_l) + \Gamma_{had} + \Gamma_{rare}}$$  \hspace{1cm} (4.36)$$

where $\Gamma_{had}$ and $\Gamma_{rare}$ are the partial widths of hadronic and rare final states.

The semileptonic branching fractions are measured to be smaller than 11\% \cite{36}, while the theoretical predictions show that it is very difficult to obtain a value for $B_{SL}$ below 12.5\% \cite{2}. Indeed, the branching fractions $\mathcal{B}(b \to c \ell \nu)$ and $\mathcal{B}(b \to c \bar{s}s)$ are correlated and depend both on $m_c/m_b$ and $\mu/m_b$ \cite{3}, it is difficult to account them simultaneously. Here $\mu$ is the scale factor needed for renormalization of the coupling constant $\alpha_s(\mu)$ and Wilson coefficients $c_{\pm}(\mu)$ used in non-leptonic decay rates.

Several attempts have been carried out to scrutinize this problem. It has been suggested that the higher order perturbative QCD corrections may significantly increase the rate $b \to c \bar{s}s$, thereby decreasing $B_{SL}$ \cite{37}. Therefore, one can measure $n_c$, the average number of charm (or anti-charm) quarks per $B$ decay and regard this problem as the joint problem of $B_{SL}$ and $n_c$.

The quantity $n_c$ is difficult to determine experimentally, since one has to identify and measure all final states which contain one or more charm quarks. The yields of $D^0$, $D^+$, $D^{*+}$ and $J/\psi$ are relatively easy to determine, while the contribution from the other charmonium states and from charmed baryons are more difficult to measure. Summarizing all relevant measurements for this quantity \cite{38}, the values are

$$n_c = 1.12 \pm 0.05, \text{ and } n_c^Z = 1.22 \pm 0.08,$$  \hspace{1cm} (4.37)$$

where the notation $n_c^Z$ refers to the ALEPH measurement \cite{39}.

Most measurements of $B_{SL}$ at the $\Upsilon(4S)$ are averaged over the $\bar{B}^0$ and $B^-$, because only the lepton is identified in order to maximize the detection efficiency. Averaging the measurements from CLEO and ARGUS \cite{36}

$$B_{SL} = (10.23 \pm 0.39)\%$$  \hspace{1cm} (4.38)$$

is obtained. For comparison $B_{SL}^Z$, which is the semileptonic branching fraction for the $b$-hadron mixture produced in $Z^0$ decays, was measured by the LEP experiments \cite{40}. This is

$$B_{SL}^Z = (10.95 \pm 0.32)\%.$$  \hspace{1cm} (4.39)$$

At the $Z^0$, the $B_s$ and $b$ baryons are included in the samples as well. Since $b$ baryon lifetimes are typically shorter than those of $B$ mesons, one can assume that semileptonic rates are very similar.
Figure 4.3: Comparison of $n_c$ versus $B_{SL}$ for measurements at the $\Upsilon(4S)$ and the $Z$ with theoretical prediction from Ref. [41].

Fig. 4.3 shows the theoretical summary given in [41] with the points $(B_{SL}, n_c)$ and $(B_{SL}^Z, n_c^Z)$ overlaid. Since it is difficult to state whether there is or not a problem in explaining the measured value of $B_{SL}$ within the present experimental and theoretical uncertainties, it is important to continue this study in both theoretical and experimental analysis until the problem is resolved.

4.4 Motivation.

As mentioned the decay of $B$ mesons into final states involving a $D_s^{(*)+}$ provides the opportunity to study the production mechanism of $c\bar{s}$ quark pairs. Although several Feynman diagrams can lead to $D_s^{(*)+}$ mesons in $B$ decays, the spectator diagram (Fig. 4.4) is expected to dominate. Fig. 4.5 shows many alternative diagrams. The precise knowledge of this production rate might help to explain some of the theoretical difficulties in accounting simultaneously for the charm inclusive $B$ decay rate and the semileptonic branching fraction of the $B$ meson. It has been pointed out in the previous section, that the charm rate from $B$ decays may be large. This would help to the understanding of small observed value for the inclusive semileptonic rate. The measurement of the $D_s^{(*)+}$ momentum spectra allows one to determine the fractions of two-body and multi-body decay modes, which help understanding the $b \to c\bar{s}s$ transitions.

In addition, $D_s^{(*)+}$ mesons can be produced from $q\bar{q}$ continuum events in $e^+e^-$ annihilation. The process of fragmentation, formation of hadrons, can only be calculated using phenomenological models, since this process is non-perturbative. The ratio of vector to pseudoscalar production rates is of particular interest for testing such mod-
4.4. Motivation.
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Figure 4.4: The main spectator diagram leading to the production of $D_s^{(*)+}$ mesons in $B$ decays.

The $D_s^+$ system is well suited to measure this quantity because the $c\pi$ states with $L=1$ have not been observed to decay to $D_s^+$ or $D_s^{*+}$.

Finally, the measurement of the rate and momentum spectrum of $D_s^+$ meson produced in $B$ decays beyond the kinematical limit for the process $B \to D_s^{*+}X_c$ is sensitive to $b \to u$ transitions. Despite the fact that purely hadronic final states are more difficult to understand theoretically, one may use these decays to extract $V_{ub}/V_{cb}$ [34].

Indeed, relatively large branching fraction makes these decay modes an ideal sample for studying the systematic errors of the double-charm $B$ decays reconstruction. As shown in Section 4.2, the theoretical framework describing weak decays of heavy flavor mesons assumes the factorization hypothesis, which describes well semileptonic decays and non leptonic modes with relatively low $q^2$. For example, $B \to D^*\pi$, $D^*\rho$ branching fractions and polarization for $D^*\rho$ are well described by this approach.

The $B \to D_s^{(*)+}\bar{D}^{(*)-}$ decay modes are well suited either to test further factorization for final states with two heavy quarks or to extract the values of the decay constants $f_{D_s^{*+}}$ if factorization is assumed. This transition can only occur via $c\pi$ quarks pair coupling with a $W$ boson emitted externally in $b \to cW$ transition. In terms of the BSW model these decays are pure $a_1$ transition, since they can not be produced by color suppressed diagrams. The width of $B \to \bar{D}^{(*)}D_s^{(*)+}$ decay can be written as

$$
\Gamma(B \to \bar{D}^{(*)}D_s^{(*)+}) = K G_F^2 |V_{cb} V_{cs}|^2 (a_1^{(*)})^2 f_{D_s^{(*)+}}^2 \xi^2(w_{D_s^{(*)+}}^2)
$$

where $K$ is some kinematic factor which can be calculated using Eqs.4.11-4.14, and $a_1$ as a QCD factor [29]. Some theoretical and experimental uncertainties cancel out for the ratio:

$$
\frac{\Gamma(B \to \bar{D}^{(*)}D_s^{(*)+})}{d\Gamma(B \to \bar{D}^{(*)+}l^+\nu)/dq^2|_{q^2=m_{D_s^{(*)}}^2}} = k(a_1^{(*)})^2 f_{D_s^{(*)+}}^2 |V_{cs}|^2
$$

(4.41)
Figure 4.5: Additional diagrams leading to the production of $D_s^{(*)+}$ mesons from the $\bar{c}c$ continuum or from $B$ decays.

The decay constants can also be obtained by measuring the ratio $\mathcal{B}(B \to D_s^{(*)+} D_s^{(*)+})/\mathcal{B}(B^0 \to \pi^+/\rho^+ D_s^{(*)-})$ (Eq. 4.20) and if one assumes a parameterization of the form factor, for example as given in Eqs. 4.16-4.18. It is important to note, that only neutral decay modes can be used for this approach, since the corresponding charged $B$ decay modes can be produced either via internal or external $W$ emission.

In the following, we discuss the measurements made with the BABAR detector both concerning the inclusive $D_s^{(*)+}$ production rates, the momentum spectra in $B$ decays as well as the branching fractions of the some specific two-body $B$ decay modes involving a $D_s^{(*)+}$ meson. The latter measurements are made using a partial reconstruction technique.
4.5 Reconstruction of B Mesons

Two methods of the B meson reconstruction are used in BABAR. The first method implies the full reconstruction of the decay mode. This allows one to obtain a very clean B sample using beam energy constrain which significantly improves the B mass resolution. The second method uses the partial reconstruction technique, where only the $D_{s}^{(*)+}$ meson is reconstructed fully. This method improves the reconstruction efficiency, although an ambiguity relative to the $B$ direction increases the combinatorial background.

4.5.1 Full Reconstruction

Due to phase space, the $B$ mesons produced from $\Upsilon(4S) \rightarrow B\bar{B}$ decay are almost at rest in the center-of-mass frame. However, the asymmetry of the beam energies causes a boost of the $B$ mesons in the laboratory frame.

![Figure 4.6: The $M_{ES}$ distribution for the reconstructed $B$ mesons.](image)

For background rejection, two almost uncorrelated kinematic variables, are used. The difference between the energy of the reconstructed $B$ meson and the beam energy in the center-of-mass frame:

$$\Delta E = E^*_B - E^*_{beam}$$

(4.42)
\(\Delta E\) is insensitive to the boost and peaks at zero for \(e^+e^- \rightarrow B\bar{B}\) events. The signal can be fitted with a Gaussian on the top of the background which is usually a linear function. The second parameter is the beam-energy substituted mass

\[ M_{ES} = \sqrt{E_{beam}^2 - p_B^2} \]

(4.43)

where \(p_B\) is the \(B\) momentum in the center-of-mass. This variable has a typical resolution of about 2.5-3 MeV which is about 10 times more accurate than the invariant mass computed by a simple sum of the 4-momentum of the measured decay products. The background shape in \(M_{ES}\) is described by an ARGUS function [42]

\[ B = \alpha y \sqrt{1 - y^2} \exp(s_f(1 - y^2)), \]

(4.44)

where \(y = M_{ES}/E_{beam}^*\).

### 4.5.2 Partial Reconstruction

Examples of the modes, which can be reconstructed partially are \(B \rightarrow D^{*-} X\), where \(X = \pi^+, \rho^+, a_1, D^{(*)}, D^{(*)}\). No attempt is made to reconstruct the \(D^0\) from \(D^{*-} \rightarrow D^0\pi^-\) decays. Let us consider the method of the partial reconstruction based on \(B^0 \rightarrow D^{(*)}\) + \(D^{*-}\) decay modes since they are connected with the analysis being presented in this document.

A soft pion from \(D^{*-}\) decay is combined with the fully reconstructed \(D^{(*)}\) where the total \(D^{(*)}\) + \(\pi\) charge is 0. Assuming that the origin of the \(D^{(*)}\) + \(\pi\) pair is a \(B^0\) meson, the missing invariant mass is derived. This mass should be the \(D^0\) mass if the hypothesis is correct. More explicitly, the following equations hold:

\[ P_{b}^0 = P_{D^{(*)}} + P_D^* \]

(4.45)

\[ P_B^0 = P_{D^{(*)}} + P_\pi + P_X \]

(4.46)

Here, \(P\) are the 4-vectors and \(X\) is the missing particle.

In the \(\Upsilon(4S)\) frame, the \(B\) meson are monoenergetics. Therefore, assuming that the decay is two-body like as in Eq.4.45, it is straightforward to calculate the angle of the \(B\) direction relative to the \(D^{(*)}\).

\[ \cos \theta_B^0 = \frac{E_{D^{(*)}} - \gamma_B^0 E_{D^{(*)}}^*}{\beta_B^0 \gamma_B^0 p_{D^{(*)}}^*} \]

(4.47)

where \(\gamma_B^0 = E_B^0/m_B^0\), \(\beta_B^0 = p_B^0/E_B^0\) and the * indicates the value in the \(\Upsilon(4S)\) rest frame.
4.5. Reconstruction of $B$ Mesons
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Figure 4.7: Definition of the $B$ cone angle $\theta_B$ and arbitrary angle $\phi$.

At this point, the angle $\phi$ around the $D_s^{(*)+}$ is degenerated as we have no means of determining it without any further assumption. A possibility is to postulate $X = D^0$. In that case, one can solve the equations 4.45 and 4.46 and extract the angle $\phi$ with a 4-fold ambiguity. It was decided not to do so as one prefers to deduce the missing mass and use this variable to determine the background by studying both side bands and wrong sign combination as well as Monte Carlo as will be shown later. However to derive the missing mass $m_X$, one needs to fix arbitrary the angle $\phi$. To that end, we use the convention where the direction of the $B^0$ meson lies in the plane $\{\vec{p}_s, \vec{p}_{D_s^{(*)}}\}$. 
Chapter 5

$D_s^{(*)+}$ Signal Extraction

5.1 Data Set

Multihadron events produced in $e^+e^-$ annihilation at the PEP-II collider (SLAC) were collected with the BABAR detector and have been used in the present analysis. An integrated luminosity of 20.8 fb$^{-1}$ was recorded in 1999 and 2000 corresponding to about 22.7 million $B\overline{B}$ pairs at the $Y(4S)$ resonance ("on-resonance") and 2.6 fb$^{-1}$ at an energy about 40 MeV below the $Y(4S)$ mass ("off-resonance").

A $B$-counting technique (described in [43]) is used to determine the number of $Y(4S)$ mesons produced in BABAR. This method selects hadronic events in both the on-resonance and off-resonance data samples. It compares the ratio of hadronic events to muon pairs between the on- and off-resonance runs and attributes the excess observed in on-resonance data to $Y(4S)$ production. Thus, the number of observed $Y(4S)$ mesons can be obtained as

$$N_T = N_{mh} - N_{\mu\mu}R_{off}k.$$  \hspace{1cm} (5.1)

Here $N_{mh}$ is the number of hadron events satisfying the selection criteria in the on-resonance sample, $N_{\mu\mu}$ is the number of muon pairs selected in the on-resonance sample, $R_{off} = N_{off}^{on}/N_{off}^{off}$ is the ratio of hadronic events to muon pairs in the off-resonance sample, $k$ is a factor close to unity used to account for the variation of the cross sections and efficiencies at the different center-of-mass energies. The total number $N_T^0$ of $Y(4S)$ produced in the data set is derived from the observed number $N_T$ after correcting for the $B\overline{B}$ event selection efficiency $\epsilon_{B\overline{B}}$:

$$N_T^0 = N_T/\epsilon_{B\overline{B}}.$$  \hspace{1cm} (5.2)

In the period 1999-2000, the BABAR detector had several improvements concerning the subdetectors and the reconstruction software. The most crucial ones relate to
<table>
<thead>
<tr>
<th>Luminosity $\mathcal{L}_{\mu\bar{\mu}}$</th>
<th>ON resonance</th>
<th>OFF resonance</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>11289.639 pb$^{-1}$</td>
<td>1253.366 pb$^{-1}$</td>
</tr>
<tr>
<td></td>
<td>12076676.6±193702.1</td>
<td></td>
</tr>
<tr>
<td>ON/OFF ratio</td>
<td>9.013±0.012</td>
<td></td>
</tr>
<tr>
<td></td>
<td>1960 V</td>
<td></td>
</tr>
<tr>
<td></td>
<td>9534.189 pb$^{-1}$</td>
<td>1360.607 pb$^{-1}$</td>
</tr>
<tr>
<td></td>
<td>10626687.7±170497.8</td>
<td></td>
</tr>
<tr>
<td>ON/OFF ratio</td>
<td>7.138±0.009</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>20823.827 pb$^{-1}$</td>
<td>2613.972 pb$^{-1}$</td>
</tr>
<tr>
<td></td>
<td>22703364.3±363727.3</td>
<td></td>
</tr>
<tr>
<td>ON/OFF ratio</td>
<td>8.039±0.008</td>
<td></td>
</tr>
</tbody>
</table>

Table 5.1: Luminosity, number of $B\bar{B}$ events $N_{\mu\bar{\mu}}$ and the ratio on to off resonance data sets for the different voltages on the drift chamber

the tracking system, and in particular the drift chamber. As it will be discussed in Section 6.5, the efficiency of the track finding algorithm is different for two data subsets since different values of the high voltage were used in the drift chamber. Table 5.1 shows the integrated luminosity, the number of $B\bar{B}$ events and the ratio of on- to off-resonance data sets obtained with the $B$-counting procedure for the two voltages. One sees that a luminosity of 11.29 fb$^{-1}$ was collected at 1900 V, while 9.53 fb$^{-1}$ was recorded at 1960 V. The systematic errors due to the tracking efficiency will be studied separately in both samples.

5.2 Event Preselection

5.2.1 Selection of Tracks and Neutrals

Charged tracks are required to originate from within $\pm10$ cm of the interaction point along the beam direction and $\pm1.5$ cm in the transverse plane. Each track should be
reconstructed with at least 12 hits in the drift chamber. The list of this kind of tracks in the event has a special name “GoodTracksLoose” (GTL). The requirement on the number of hit implies a minimum transverse momentum of about 120 MeV/c.

As mentioned in Section 3.2.1, the low momentum tracks can be reconstructed independently from the drift chamber information. Thanks to the 5 layers of the SVT, charge tracks having a momentum higher than about 50 MeV/c can be measured. This is important in order to reconstruct the decay $D^{*+} \rightarrow D^0 \pi^+$ where the bachelor pion is very soft. A list of tracks where no hits in the drift chamber is created and is called “GoodTracksVeryLoose” (GTVL).

The present analysis uses the “GoodTracksLoose” list to form the $D_s^+$ candidates. The soft pion candidates for the reconstruction of $B^0 \rightarrow D_s^{(*)+} D_s^{-}$ modes are taken from the “GoodTracksVeryLoose” list.

A photon candidate is defined as a localized energy maximum in the calorimeter acceptance. It must be isolated from any other photon candidate or track and have a lateral energy profile consistent with a photon shower. The set of such photons in the event forms the “GoodPhotonDefault” list, which is used as “single photons” to reconstruct the $D_s^{*+} \rightarrow D_s^{*+}\gamma$ candidates.

### 5.2.2 Particle Identification

In order to reconstruct $D_s^+$ meson, particle identification is necessary to obtain sufficiently clean samples. To this end, both the energy loss ($dE/dx$) in the drift chamber and the vertex detector and the information from the DIRC are used to identify at least one of the kaons produced in the $D_s^+$ decay. The kaon selector (PidKaonSimpleSelector), which is used, produces two lists of identified kaons: a loose list, KSimpleLoose and a tight one, KSimpleTight. The selection is based on the likelihoods given by each detector. We define a relative likelihood for each track consisting of the ratio of likelihood for the pion and the kaon mass hypothesis $L_\pi/L_K$. If this ratio is less than 1 for at least one of the considered subsystems, it is accepted as a loose kaon.

The DIRC is used both in the positive identification mode and the veto mode for selecting kaons. Tracks with momentum $p > 0.7$ GeV/c and a number of expected photon for pion $N_{\exp}^\pi > 10$ are considered. If the number of measured photons is $N_{pe} > 5$, one requires $N_{pe} < N_{\exp}^\pi - 3 \sqrt{N_{\exp}^\pi}$. For $N_{pe} < 5$, the track is considered as a kaon if $N_{\exp}^\pi > 15$. For the tight criteria, a total likelihood is defined as the product of the likelihoods of each subsystem. The track is tagged as a tight kaon if the ratio of the total likelihood $L_\pi^{tot}/L_K^{tot}$ is less than unity.
5.2.3 $D^+_s$ Skims from Multihadron Events

The first step of preselection is to filter out the multihadron events from all recorded events. The main goals of this selection are the following:

- good discrimination of beam gas and varying beam conditions,
- minor sensitivity of the final result to small variation in the selection,
- high efficiency to maximize the statistics,
- rejection of non $B\bar{B}$ events, especially Bhabha and tau pairs.

The requirement of at least three ”GoodTracksLoose” in the event achieves essentially this purpose.

Different selection criteria for the reconstructed mesons are used to optimize the total errors. For example, the statistical significance is the most crucial parameter for the study of rare $B$ decays for $V_{ub}$ measurements, while most inclusive studies are not limited by statistics, as the systematics become the dominant factor in the total errors. The two main goals of the skims and tag bits are to minimize the processing time needed for analysis on the one hand and satisfy all possible requirements of the different analyses on the other hand. The skims include four decay modes of the $D^+_s$ mesons: $D^+_s \rightarrow \phi \pi^+$, $D^+_s \rightarrow \bar{K}^0K^+$, $D^+_s \rightarrow \bar{K}^0K^+$, $D^+_s \rightarrow \phi \rho^+$. These modes offer a good combination for the branching ratios, detection efficiency and signal to background ratio. The subsequent decays $\phi \rightarrow K^+K^-$, $\bar{K}^0 \rightarrow K^-\pi^+$, $K^0_s \rightarrow \pi^+\pi^-$, and $\rho^+ \rightarrow \pi^+\pi^0$ are used.

Three criteria based on particle identification, track quality and momentum are taken into account to produce the skims. Only tracks which are not identified as very tight pions (MicroNotAPion) are accepted as kaons to form $D^+_s$ candidates. At least one of the three tracks forming a $D^+_s$ meson has to be reconstructed as “GoodTracksLoose”.

In order to include the Cabibbo suppressed $D^+$ decay, the reconstructed invariant of the $D^+_s$ candidate is required to be within $\pm60\text{ MeV}/c^2$ of the nominal $D^+_s$ mass. The mass of the $\phi$, $K^{*0}$, $K^0_s$, and $\rho^+$ candidates has to lie within $\pm5\sigma$ of their observed widths.

Two $D^+_s$ skims are produced; one includes only the $D^+_s \rightarrow \phi \pi^+$ mode with no momentum cut (DsToPhiPi), while the second one contains all four modes $D^+_s \rightarrow \phi \pi^+$, $D^+_s \rightarrow \bar{K}^0K^+$, $D^+_s \rightarrow \bar{K}^0K^+$, $D^+_s \rightarrow \phi \rho^+$ where the momentum of the candidate in the center-of-mass has to be greater than 1.3 GeV/$c$ (Inc1Ds). Table 5.2 shows the rates of these skims and the reconstruction efficiencies for the four $D^+_s$ modes. These efficiencies are obtained from the Monte Carlo simulation using generated $B^0 \rightarrow D^{(*)+}D^{*-}$ decays where the $D^+_s$ momentum is in the range 1.3 to 2 GeV/$c$ in the $\Upsilon(4S)$ center-of-mass.
5.3. $D_s^{(*)+}$ Reconstruction

<table>
<thead>
<tr>
<th></th>
<th>Efficiency</th>
<th>Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>DsToPhiPi</td>
<td>53%</td>
<td>1.86%</td>
</tr>
<tr>
<td>InclDs</td>
<td>48%</td>
<td>5.35%</td>
</tr>
<tr>
<td>$D_s^+ \to \phi\pi^+$</td>
<td>53%</td>
<td></td>
</tr>
<tr>
<td>$D_s^+ \to \bar{K}^0K^+$</td>
<td>78%</td>
<td></td>
</tr>
<tr>
<td>$D_s^+ \to K^0K^+$</td>
<td>48%</td>
<td></td>
</tr>
<tr>
<td>$D_s^+ \to \phi\rho^+$</td>
<td>24%</td>
<td></td>
</tr>
</tbody>
</table>

Table 5.2: The skim rates and efficiencies for the four $D_s^+$ decay modes.

5.3 $D_s^{(*)+}$ Reconstruction

Although the four modes $D_s^+ \to \phi\pi^+$, $D_s^+ \to \bar{K}^0K^+$, $D_s^+ \to \bar{K}^0K^+$, $D_s^+ \to \phi\rho^+$ are used, it will be demonstrated later, that the $D_s^+ \to \phi\pi^+$ mode offers the best combination of the branching fraction, detection efficiency and signal purity. Therefore, it is used to study the inclusive $D_s^+$ and $D_s^{(*)+}$ production from $B$ decays and $q\bar{q}$ continuum, as it is very important for this study to measure the momentum spectrum at very low values where the combinatorial background is high. In addition to $D_s^+ \to \phi\pi^+$, the other modes can be included to perform the measurement of the branching fractions of $B^0 \to D_s^{(*)+}D^{*-}$ as it helps to improve the statistical significance. It is possible because the reconstruction of the exclusive $B$ channels with a partial reconstruction is not so sensitive to the purity of $D_s^+$, and the minimum momentum of the $D_s^+$ produced in these $B$ meson decays is about 1.3 GeV/c, which improves significantly the purity.

5.3.1 $D_s^+$ Signal Selection

- $D_s^+ \to \phi\pi^+$

Three charge tracks coming from a common vertex are combined to form a $D_s^+$ candidate. Two opposite charged tracks have to be identified as kaons using the tight list for one of them and the loose list for the other. The $K^+K^-$ invariant mass must be within 8 MeV of the $\phi$ nominal mass. In this particular decay, the $\phi$ meson is polarized longitudinally and therefore the angular distribution of the kaons has a $\cos^2 \theta_H$ dependence. The angle $\theta_H$ is the angle between the $K^+$ (or the $K^-$) in the $\phi$ rest frame with respect to the $\phi$ direction in the $D_s^+$ rest
frame. This feature is useful to improve the signal over background ratio as this distribution is more or less flat for the background. We require $|\cos \theta_H| > 0.3$, keeping thus 97% of the signal. Fig.5.1 shows the $\phi \pi$ invariant mass distribution after applying the above cuts. In addition to the $D_s^+$ peak, a lower mass peak corresponding to the Cabibbo-suppressed decay mode $D^+ \to \phi \pi^+$ is observed.
5.3. $D_s^{(*)+}$ Reconstruction

The fit function is a single Gaussian for each peak with their width constrained to be equal on top of an exponential background.

- $D_s^+ \rightarrow \bar{K}^0 K^+$
  Here the $\bar{K}^0 \rightarrow K^- \pi^+$ invariant mass must be within 65 MeV of the nominal value. This wider window leads to a fraction of combinatorial background much larger than for the former case. To reduce this background at a reasonable level, we require the helicity angle $|\cos \theta_R| > 0.3$. In addition, there is a serious physical background coming from $D^+ \rightarrow \bar{K}^0 \pi^+$ and $D^+ \rightarrow \bar{K}^0 \pi^+$ decays. Indeed, when one of the pions is misidentified, the reconstructed mass for such decays tends to peak around the $D_s^+ \rightarrow \pi^+ K^+$ mass. In order to eliminate these reflections, we require the tight identification criteria for the bachelor kaon while the loose criterium is applied to the other kaon. Fig. 5.2 shows the reconstructed $\bar{K}^0 K$ invariant mass. The same fit function as for $\phi \pi^+$ mass spectrum has been used.

- $D_s^+ \rightarrow \bar{K}^0 K^+$
  The $\pi^+ \pi^-$ invariant mass for $K_s \rightarrow \pi^+ \pi^-$ must be within 15 MeV of the nominal mass and the bachelor kaon is identified using the tight criteria. To improve the purity of the reconstructed $K_s$, we determine the angle between the $K_s$ direction and the direction defined by its decay vertex and the primary vertex of the event. The distribution of this angle is expected to peaked at $\cos \alpha = 1$ for the signal. We require $\cos \alpha > 0.98$ to reject the combinatorics background while no signal is lost. The $K_s K$ invariant mass distribution is shown in Fig. 5.3 where the same fit function as for $\phi \pi^+$ mass spectrum has been used.

- $D_s^+ \rightarrow \phi \rho^+$
  For this mode, the $\phi$ is reconstructed using two opposite charged tracks both identified as tight kaons. A third track is added to the $\phi$ and all tracks are fitted to a common vertex. $\pi^0$ candidates are then combined to the pion to form the $\rho^+$ meson. Each $\pi^0$ is reconstructed using the photons with an energy greater than 50 MeV in the laboratory frame. A $\pi^0$ is selected if the invariant $\gamma \gamma$ mass is within 20 MeV/c$^2$ of its nominal value and if its energy in the $\gamma(4S)$ rest frame is $E^* > 0.5$ GeV. Fig. 5.4 shows the $\phi \pi^0$ invariant mass distribution for $0.6 < M_{\pi^+\pi^0} < 0.94$, corresponding to the $\rho^+$ mass window. The signal is fitted with a single Gaussian for each peak ($D_s^+$ and $D^+$) with their width constrained to be equal. The background is modelled by a third order polynomial. The significant larger width of the signal comparing with the other channels is due to the energy resolution of the photons.

The selection criteria and the fit parameters obtained for data and Monte Carlo are summarized in Table 5.3. The efficiency, invariant mass and momentum resolution
<table>
<thead>
<tr>
<th>(s)</th>
<th>(D_{s}^{+} \rightarrow \phi\pi^{+})</th>
<th>(D_{s}^{+} \rightarrow \bar{K}^{0}K^{+})</th>
<th>(D_{s}^{+} \rightarrow \bar{K}^{0}K^{+})</th>
<th>(D_{s}^{+} \rightarrow \phi p^{+})</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\mathcal{B}(D_{s}^{+} \rightarrow \phi\pi^{+}))</td>
<td>1</td>
<td>0.95±0.10</td>
<td>1.01±0.25</td>
<td>1.86±0.48</td>
</tr>
<tr>
<td>Cuts</td>
<td>(\mathcal{P}(\chi^{2})<em>{D</em>{s}^{+}} &gt; 0.01)</td>
<td>(\mathcal{P}(\chi^{2})<em>{D</em>{s}^{+}} &gt; 0.01)</td>
<td>(\mathcal{P}(\chi^{2})<em>{D</em>{s}^{+}} &gt; 0.01)</td>
<td>(\mathcal{P}(\chi^{2})_{K\pi} &gt; 0.01)</td>
</tr>
<tr>
<td></td>
<td>1.011&lt; (M_{\phi} &lt; 1.026)</td>
<td>0.825&lt; (M_{K^{\ast}} &lt; 0.965)</td>
<td>0.485&lt; (M_{K^{\ast}} &lt; 0.51)</td>
<td>1.011&lt; (M_{\phi} &lt; 1.026)</td>
</tr>
<tr>
<td></td>
<td>(p^{*} &gt; 1.3\text{ GeV/c})</td>
<td>(p^{*} &gt; 1.3\text{ GeV/c})</td>
<td>(p^{*} &gt; 1.3\text{ GeV/c})</td>
<td>(p^{*} &gt; 2.5\text{ GeV/c})</td>
</tr>
<tr>
<td></td>
<td>(</td>
<td>\cos \theta_{H}</td>
<td>&gt; 0.3)</td>
<td>(</td>
</tr>
<tr>
<td># events</td>
<td>37699 ± 249</td>
<td>81973 ± 599</td>
<td>20165 ± 288</td>
<td>7572 ± 235</td>
</tr>
<tr>
<td>(\sigma, \text{ MeV})</td>
<td>5.23 ± 0.04</td>
<td>5.97 ± 0.04</td>
<td>6.46 ± 0.10</td>
<td>13.2 ± 0.4</td>
</tr>
</tbody>
</table>

Table 5.3: Selection criteria, fit parameters and efficiencies for \(D_{s}^{+} \rightarrow \phi\pi^{+}\), \(D_{s}^{+} \rightarrow \bar{K}^{0}K^{+}\), \(D_{s}^{+} \rightarrow \bar{K}^{0}K^{+}\) and \(D_{s}^{+} \rightarrow \phi p^{+}\) decay modes. The data from the Inc1Ds skim are analyzed.

obtained from the Monte Carlo using the two-body \(B^{0} \rightarrow D_{s}^{(*)+}D^{*-}\) signal events are presented in the same table. The detail study of these parameters with generic events as a function of momentum will be shown below.

As one can see, the measured mass resolution is about 30\% larger than the Monte Carlo (Table 5.3). The \(D_{s}^{+}\) momentum resolution for the different reconstructed modes is shown in Fig. 5.5 and summarized in Table 5.3.

### 5.3.2 \(D_{s}^{+}\) Signal Selection

\(D_{s}^{+}\) mesons are reconstructed using the decay \(D_{s}^{+} \rightarrow D_{s}^{+}\gamma\) with the subsequent decays \(D_{s}^{+} \rightarrow \phi\pi^{+}\), \(D_{s}^{+} \rightarrow \bar{K}^{0}K^{+}\) and \(D_{s}^{+} \rightarrow \bar{K}^{0}K^{+}\). \(D_{s}^{+}\) candidates are selected by requiring the \(D_{s}^{+}\) invariant mass to be within 2.5 standard deviations (\(\sigma\)) of the fitted peak value. These \(D_{s}^{+}\) are then combined with photon candidates in the event. The
Figure 5.5: $D_s^+$ momentum resolution from SP3 Monte Carlo. (a) - $D_s^+ \rightarrow \phi \pi^+$, (b) - $D_s^+ \rightarrow K^{*-} K^+$, (c) - $D_s^+ \rightarrow K^{*-} K^+$, (d) - $D_s^+ \rightarrow \phi \rho^+$

photon candidates are defined in the following way.

* $E_\gamma > 50$ MeV, where $E_\gamma$ is the photon energy in the laboratory frame.

* $E_\gamma^* > 110$ MeV, where $E_\gamma^*$ is the photon energy in the $T(4S)$ center-of-mass.

* When combined with any other photon in the event, the photon candidate should not form a $\pi^0$, defined by a total center-of-mass energy $E_{\gamma\gamma}^* > 200$ MeV and an invariant mass $115 < M_{\gamma\gamma} < 155$ MeV/c$^2$.

The distributions of the mass difference $\Delta M = M(D_s^+\gamma) - M(D_s^+)$ are shown for the different $D_s^+$ decay modes in the Fig.5.6,5.7,5.8,5.9.
The $\Delta M$ distribution of the signal is fitted with an asymmetric function $f(x)$ (Crystal-Ball function [44]) to account for energy leakage and calorimeter shower shape fluctuations.

$$f(x) = N \cdot \begin{cases} \frac{\exp\left(-\frac{(x-\bar{x})^2}{2\sigma^2}\right)}{(x - \bar{x})/\sigma > \alpha} \\ A \times (B - \frac{x - \bar{x}}{\sigma})^{-n}; (x - \bar{x})/\sigma \leq \alpha \end{cases}$$

where $A \equiv \left(\frac{n}{|\alpha|}\right)^n \times \exp(-|\alpha|^2/2)$ and $B \equiv \frac{n}{|\alpha|} - |\alpha|$. $N$ is a normalization factor, $\bar{x}$ and $\sigma$ are the peak position and width of the Gaussian portion of the function, $\alpha$ is the point at which the function changes to the power function and $n$ is the exponent of the power function. $A$ and $B$ are defined so that the function and its first derivative are continuous at $\alpha$. For the background, a threshold function

$$f(\Delta M) = p_1(\Delta M - p_2)^{p_3}e^{p_4(\Delta M - p_2)}$$

is used, where the four parameters $p_i$ are left free in the fit. A clear peak with 17891 ± 217 $D_s^+$ events at $\Delta M = 144.4 \pm 0.1$ MeV/c$^2$ is observed for the sum of three $D_s^+$ modes. The number of the signal events is counted by integrating the signal function after background subtraction.
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Figure 5.8: Distribution of the $\Delta M = M_{D_s^{(*)}} - M_{D_s}$ with $D_s^{+}$ identified in $D_s^{+} \to K^0 K^+$ mode from the Inc1Ds skim. The fit function is a Crystal Ball function for the signal plus a threshold function.

Figure 5.9: Distribution of the $\Delta M = M_{D_s^{(*)}} - M_{D_s}$ with $D_s^{+}$ identified in $D_s^{+} \to \phi\pi^+, D_s^{+} \to K^0 K^+$ and $D_s^{+} \to K^0 K^+$ modes from the Inc1Ds skim.

The efficiency and invariant mass resolution obtained with Monte Carlo using the two-body $B^0 \to D_s^{(*)}+D^{*-}$ signal events are shown in Table 5.4. The detail studies of the fit parameters will be described in section 6.2 using generated $B\bar{B}$ and $q\bar{q}$ events as a function of momentum. The $\Delta M$ resolution is slightly higher in the data than in the Monte Carlo simulation. For the selection criteria described above, the average reconstruction efficiency is $14.9\pm0.7\%$. 
<table>
<thead>
<tr>
<th></th>
<th>$D_s^+ \rightarrow \phi \pi^+$</th>
<th>$D_s^+ \rightarrow \overline{K}^0 K^+$</th>
<th>$D_s^+ \rightarrow \overline{K}^0 K^+$</th>
<th>Sum</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N_{ev}$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\Delta M$, MeV/$c^2$</td>
<td>4115 ± 99</td>
<td>8830 ± 230</td>
<td>2148 ± 131</td>
<td>17891 ± 217</td>
</tr>
<tr>
<td>$\sigma$, MeV</td>
<td>144.4 ± 0.2</td>
<td>144.4 ± 0.2</td>
<td>144.3 ± 0.6</td>
<td>144.4 ± 0.1</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\sigma$, MeV</td>
<td>6.21 ± 0.18</td>
<td>5.64 ± 0.17</td>
<td>5.90 ± 0.06</td>
<td>6.09 ± 0.04</td>
</tr>
</tbody>
</table>

Table 5.4: The fit results for $\Delta M = M(D_s^+ \gamma) - M(D_s^+)$ mass spectrum. The $D_s^+$ mesons are identified in $D_s^+ \rightarrow \overline{K}^0 K^+$, $D_s^+ \rightarrow \overline{K}^0 K^+$, $D_s^+ \rightarrow \overline{K}^0 K^+$ modes. The data from the Inc1Ds skim are analysed.
Chapter 6

The $B \rightarrow D_s^{(*)+} X$ Decays

6.1 $D_s^+$ Momentum Spectrum

As shown in the previous section the mode $D_s^+ \rightarrow \phi \pi^+$ with the subsequent decay $\phi \rightarrow K^+K^-$ is the best match of branching fraction, detection efficiency, and signal to background ratio and therefore allows one to study the full $D_s^+$ momentum spectrum. The events preselected with the $D_s$ToPhiPi skim are used to study the $D_s^+$ and $D_s^{*+}$ production in $B$ meson decays as well as from continuum $e^+e^-$ annihilation. The $\phi\pi^+$ invariant mass distribution obtained from the preselected sample is shown in Fig. 6.1. The $D_s^+$ signal includes $47801 \pm 304$ events and has an average mass resolution of $5.23 \pm 0.04$ MeV.

The momentum spectrum of $D_s^+$ mesons in the center-of-mass frame is extracted by fitting the $\phi\pi$ invariant mass distribution in 24 windows of momentum. Each window is 200 MeV/c wide, which is much larger than the momentum resolution of about 6 MeV (Section 5.3.1). Each of $D_s^+$ and $D^+$ peak is fitted using a single Gaussian. However, both peaks are fitted simultaneously constraining the width of the Gaussians to the same value. The combinatorial background is accounted for by an exponential function. As there are many more events in the on-resonance data sample, the number of $D_s^+$ in the off-resonance data is extracted using the same fit function where the values of the Gaussian parameters ($M_{D^+}$, $M_{D^{*+}}$ and $\sigma$) were fixed to those obtained from the on-resonance data. The $\phi\pi^+$ invariant mass distributions corresponding to the different $D_s^+$ momentum windows in the $Y(4S)$ rest frame are shown in Figs. 6.3,6.4 for the on-resonance data sample, while Figs. 6.5,6.6 show those obtained with the off-resonance data sample.

Fig. 6.7 shows the variation of the $D_s^+$ mass versus its momentum. Since the reconstruction of the tracks is not perfect, one observes a dependence of the fitted $D_s^+$ mass as a function of the $D_s^+$ momentum in the $Y(4S)$ center-of-mass. This effect
Figure 6.1: The $\phi\pi^+$ invariant mass spectrum obtained from $D_s^0\to\phi\pi\pi$ skim. The fit function is a single Gaussian for each peak, with their widths constrained to be equal on top of an exponential background.

is also observed in the Monte Carlo simulation where $B\bar{B}$ and $c\bar{c}$ events have been generated. One can parameterize this dependence using the function

$$f(m) = p_1(1 - p_2e^{-p_3m})$$

(6.1)

where the three parameters $p_i$ are free in the fit, and thus correct the data from this effect. The resulting $\phi\pi^+$ distribution is shown in Fig.6.2. This improves slightly the average resolution ($\sigma = 5.13 \pm 0.04$ MeV). Fig.6.8 shows the $\phi\pi^+$ mass resolution as a function of momentum in the $\Upsilon(4S)$ rest frame both for data and Monte Carlo. It is interesting to note that the mass resolution depends only mildly on the $D_s^+$ momentum as it increases from 4.5 to 6 MeV for data. One observes a similar dependence in the Monte Carlo events although the absolute resolution is 3.5 to 5 MeV.

The efficiency $\epsilon$ of the $D_s^+$ selection is calculated from Monte Carlo using simulated $B\bar{B}$ and $c\bar{c}$ events. It varies as a function of the $D_s^+$ momentum, $p^*$ in the center-of-mass frame. The efficiency ranges from about 20% when the $D_s^+$ is at rest in the center-of-mass to about 40% for $p^* = 5$ GeV/c as shown in Fig.6.11. The difference for the fitted masses and resolution between data and Monte Carlo may lead to some bias in the efficiency determination. In order to verify that the obtained efficiency depends neither on the peak value nor on the resolution, two methods are used. First, the $D_s^+$ yield is defined by counting the number of events within a large $\phi\pi^+$ mass
Figure 6.3: The $\phi \pi^+$ mass distributions for the on-resonance data for 12 different momentum windows (a) 0-0.2, (b) 0.2-0.4, (c) 0.4-0.6, (d) 0.6-0.8, (e) 0.8-1.0, (f) 1.0-1.2, (g) 1.2-1.4, (i) 1.4-1.6, (h) 1.6-1.8, (k) 1.8-2.0, (l) 2.0-2.2, (m) 2.2-2.4 GeV/c. The result of the fit described in the text is overlaid.
Figure 6.4: The $\phi\pi^+$ mass distributions for the on-resonance data for 12 different momentum windows (a) 2.4-2.6 GeV/c, (b) 2.6-2.8, (c) 2.8-3.0, (d) 3.0-3.2, (e) 3.2-3.4, (f) 3.4-3.6, (g) 3.6-3.8, (i) 3.8-4.0, (h) 4.0-4.2, (k) 4.2-4.4, (l) 4.4-4.6, (m) 4.6-4.8 GeV/c. The result of the fit described in the text is overlaid.
Figure 6.5: The $\phi\pi^+$ mass distributions for the off-resonance data for 12 different momentum windows (a) 0-0.2, (b) 0.2-0.4, (c) 0.4-0.6, (d) 0.6-0.8, (e) 0.8-1.0, (f) 1.0-1.2, (g) 1.2-1.4, (i) 1.4-1.6, (h) 1.6-1.8, (k) 1.8-2.0, (l) 2.0-2.2, (m) 2.2-2.4 GeV/c. The result of the fit described in the text is overlaid.
Figure 6.6: The $\phi\pi^+$ mass distributions for the off-resonance data for 12 different momentum windows (a) 2.4-2.6 GeV/c, (b) 2.6-2.8, (c) 2.8-3.0, (d) 3.0-3.2, (e) 3.2-3.4, (f) 3.4-3.6, (g) 3.6-3.8, (h) 4.0-4.2, (k) 4.2-4.4, (l) 4.4-4.6, (m) 4.6-4.8 GeV/c. The result of the fit described in the text is overlaid.
Figure 6.7: The fitted $D_s^+$ mass as a function of its momentum in the $Y(4S)$ rest frame for data and Monte Carlo. The curves show the fit results using the function described in the text. The shaded band shows the PDG value with the error $(1968.6 \pm 0.6 \text{MeV/c}^2)$.

Figure 6.8: The $\phi \pi^+$ mass resolution as a function of momentum in the $Y(4S)$ rest frame for data (black dots) and Monte Carlo (red squares). The points are fitted with a straight line.

window requiring the reconstructed $D_s^+$ to be a real $D_s^+$. This mass range is defined as $1.952 < M(\phi \pi^+) < 1.985 \text{GeV/c}^2$, which corresponds to about 3 standard deviations ($\sigma$) of the $D_s^+$ mass resolution in the data. For the second method, the number of the reconstructed $D_s^+$ mesons is extracted from the fit of the $\phi \pi^+$ invariant mass distribution as in data. Both masses and resolution ($M(D^+), M(D_s^+)$ and $\sigma$) are free in the fit. One can see from the plot (Fig.6.11) that both methods are in agreement within statistical errors.

The number of reconstructed $D_s^+$ mesons as a function of their momentum in the center-of-mass frame is shown in Fig.6.9 for off-resonance and in Fig.6.10 for on-resonance data. The efficiency-corrected $D_s^+$ momentum spectrum is shown in Fig.6.12. The fact that there are no $D_s^+$ mesons from $B$ decays with $p^* > 2.45 \text{GeV/c}$ is used to derive the $D_s^+$ momentum spectrum from the continuum with increased statistic. This is done by adding the $D_s^+$ momentum spectrum from the on-resonance sample after scaling it using the off/on luminosity ratio. The efficiency-corrected $D_s^+$ yield as a function of its momentum is then fit using an Andersson fragmentation function [47]. As will be shown in Sec.6.4.2 this function reproduces the best this distribution.

In order to obtain the $D_s^+$ momentum spectrum from $B$ decays, one needs to subtract
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Figure 6.9: The $D_s^+$ momentum spectrum before (top) and after (bottom) efficiency correction obtained from off-resonance data. The fit uses an Anderson function.

Figure 6.10: The $D_s^+$ yield from on-resonance (solid circles) and off-resonance (open circles) data scaled according to the luminosity ratio before efficiency correction.

the continuum contribution below $p^* = 2.45 \text{ GeV}/c$. There are two possible ways to do so. Either one uses the value of the fit function derived from the on- and off-resonance data and subtracts it bin-by-bin from the on-resonance efficiency corrected data (Fig.6.13 shows the resulting momentum spectrum). This method has the advantage to minimize the statistical error due to the limited off-resonance statistic, but has the disadvantage of larger systematic error due to the parameterization uncertainty. An alternative method, independent of any assumption regarding the shape of the fragmentation function is also used. The off-resonance data scaled by the on-to off-resonance luminosity ratio are subtracted bin-by-bin from the on-resonance data (i.e., not efficiency-corrected). This increases slightly the statistical error for each point. The resulting efficiency-corrected $D_s^+$ momentum distribution is shown in Figs. 6.14. Since the final results are not dominated by the statistical errors for the inclusive $D_s^+$ branching fraction, the last method is used. The first method which assumes the fragmentation parameterization gives then a cross check of the results.

6.2 $D_s^{*+}$ Momentum Spectrum

The $D_s^{*+}$ mesons are reconstructed in the mode $D_s^{*+} \to D_s^+ \gamma$, with the subsequent decay $D_s^+ \to \phi \pi^+$. Fig 6.15 shows the $\Delta M = M(D_s^+ \gamma) - M(D_s^+)$ distribution for
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Figure 6.11: The efficiency for $D_s^+ \to \phi \pi^+$ with consequent $\phi \to K^+ K^-$ decay as a function of momentum in the center-of-mass frame. Two methods described in the text are used to account the number of reconstructed $D_s^+$.

![Graph]

Figure 6.12: The $D_s^+$ efficiency-corrected momentum spectrum for on-resonance (filled circles) and scaled off-resonance data (open circles). The curve shows the fit with an Andersson function.

![Graph]

Figure 6.13: The efficiency-corrected $D_s^+$ momentum spectrum from $B$ decays. The Andersson fragmentation function is used for the fit of the continuum events. The entire momentum range (left) and below 2.5 GeV/c (right) are shown.
Figure 6.14: The efficiency-corrected $D_s^+$ momentum spectrum from $B$ decays. The scaled off-resonance data are subtracted directly from the on-resonance data. The entire momentum range (left) and below 2.5 GeV/c (right) are shown.

The analysed statistic. The peak at $\Delta M = 144.2 \pm 0.2$ MeV/c$^2$ contains $14392 \pm 376$ reconstructed $D_s^+$ mesons. Fig 6.16 shows the signal peak after subtraction of the combinatorial background using the fit result. The average $\Delta M$ resolution for $D_s^+$ candidate with the full momentum range is $6.8 \pm 0.2$ MeV.

The $D_s^+$ momentum spectrum is extracted by fitting the $\Delta M$ invariant mass distribution in 250 MeV/c wide momentum bins. The lower yield of $D_s^+$ mesons compared to $D^+$ is the reason for this larger window. The $\Delta M$ distribution for the $D_s^+\gamma$ signal is fitted with the Crystal Ball function Eq. 5.3. The threshold function in Eq. 5.4 is used to parameterize the background. The four parameters $p_i$ are free in the fit. After verifying that the point that connect the Gaussian to the power-law tail does not depend on the $D_s^+$ momentum and agrees with the Monte Carlo, this parameter is fixed to 0.89$\sigma$ in the final fit. The off-resonance data are fitted with the Gaussian parameters ($\tilde{x}$ and $\sigma$) obtained from the fit of the on-resonance data. The $\Delta M$ distributions for on- and off-resonance data are shown in Figs.6.17, 6.18, 6.19, 6.20.

Fig. 6.21 shows the $D_s^+$ peak value as a function of center-of-mass momentum. One can see that the $D_s^+$ peak value is shifted down at low momentum in data while this effect is not observed in the Monte Carlo simulation. Fig. 6.22 shows the $\Delta M$ resolution as a function of the $D_s^+$ momentum in the $\Upsilon(4S)$ rest frame both for data and for Monte Carlo. One can see that, the $\Delta M$ resolution depends very mildly on the $D_s^+$ momentum and is slightly lower in Monte Carlo.

The efficiency of the $D_s^+$ selection is calculated from the Monte Carlo simulation.
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![Graphs showing $D_s^{*+}$ momentum spectrum](image)

Figure 6.15: The $\Delta M = M(D_s^+\gamma) - M(D_s^{*+})$ mass spectrum for $D_s^{*+}$ reconstructed in $\phi\pi^+$ mode. The fit function is described in the text.

Figure 6.16: The $D_s^{*+}$ signal after subtraction of background. The curve shows the fit using a Crystal Ball function.

using generated $B\bar{B}$ and $c\bar{c}$ events. It varies as a function of the $D_s^{*+}$ momentum, $p^*$. The efficiency rises from 5% when the $D_s^{*+}$ is at rest in the center-of-mass to 20% for $p^* = 5\text{ GeV}/c$ as shown in Fig.6.25. In a similar way as for $D_s^+$, we verified the effect due to different reconstructed mass and resolution in data and Monte Carlo by comparing two methods. In the first method, the number of reconstructed $D_s^{*+}$ mesons is counted for $\Delta M < 0.165\text{ GeV}/c^2$ requiring the reconstructed $D_s^{*+}$ candidate to be the true $D_s^{*+}$ meson. In the second method, the number of reconstructed $D_s^{*+}$ are defined from the fit of $\Delta M$ distribution as in data. One can see from the plot that both methods are in a good agreement within the statistical errors.

The number of reconstructed $D_s^{*+}$ as a function of their momentum in the center-of-mass frame is shown in Fig. 6.23 for off-resonance and in Fig. 6.24 for on-resonance data. The efficiency corrected $D_s^{*+}$ momentum spectrum is shown in Fig. 6.26.

Since the combinatorial background is rather high in the $\Delta M$ distribution at low momentum region, it is more difficult to extract the number of reconstructed $D_s^{*+}$ mesons at low $p^*$, in particular for the off-resonance data where statistic is limited. Therefore, the systematic error is increased for the first two points of the momentum spectrum. It is obtained by counting the number of events with different background parameterizations and fit ranges. Consequently, the maximum variation between the number of events is used as an additional systematic error. The $D_s^{*+}$ momentum spectrum is obtained by subtracting bin-by-bin the off-resonance data from the on-resonance data after proper scaling of luminosity. The efficiency-corrected $D_s^{*+}$ momentum spec-
Figure 6.17: The $\Delta M = M(D_s^{*+}\gamma) - M(D_s^+)$ distributions for the on-resonance data for 10 different momentum windows (a) 0-0.25, (b) 0.25-0.5, (c) 0.5-0.75, (d) 0.75-1.0, (e) 1.0-1.25, (f) 1.25-1.5, (g) 1.5-1.75, (i) 1.75-2.0, (h) 2.0-2.25, (k) 2.25-2.5 GeV/$c$. The result of the fit described in the text is overlaid.
Figure 6.18: The $\Delta M = M(D_s^{*+}\gamma) - M(D_s^+)$ distributions for the on-resonance data for 10 different momentum windows (a) 2.5-2.75, (b) 2.75-3.0, (c) 3.0-3.25, (d) 3.25-3.5, (e) 3.5-3.75, (f) 3.75-4.0, (g) 4.0-4.25, (i) 4.25-4.5, (h) 4.5-4.75, (k) 4.75-5.0 GeV/c. The result of the fit described in the text is overlaid.
Figure 6.19: The $\Delta M = M(D_s^{+}\gamma) - M(D_s^+)\text{ distributions}$ for the off-resonance data for 10 different momentum windows (a) 0-0.25, (b) 0.25-0.5, (c) 0.5-0.75, (d) 0.75-1.0, (e) 1.0-1.25, (f) 1.25-1.5, (g) 1.5-1.75, (i) 1.75-2.0, (h) 2.0-2.25, (k) 2.25-2.5 GeV/c. The result of the fit described in the text is overlaid.
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Figure 6.20: The $\Delta M = M(D_s^{*-}) - M(D_s^*)$ distributions for the off-resonance data for 10 different momentum windows (a) 2.5-2.75, (b) 2.75-3.0, (c) 3.0-3.25, (d) 3.25-3.5, (e) 3.5-3.75, (f) 3.75-4.0, (g) 4.0-4.25, (h) 4.25-4.5, (i) 4.5-4.75, (k) 4.75-5.0 GeV/c. The result of the fit described in the text is overlaid.
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Figure 6.21: The fitted $\Delta m = m(D_s^{(*)}) - m(D_s^+)$ as a function of the $D_s^{(*)}$ momentum in the $\Upsilon(4S)$ center-of-mass for data and Monte Carlo.

Figure 6.22: The $\Delta M$ resolution as a function of the $D_s^{(*)}$ momentum in the $\Upsilon(4S)$ center-of-mass for data and Monte Carlo.

Figure 6.23: The $D_s^{(*)}$ momentum spectrum before (top) and after (bottom) efficiency correction for off-resonance data. The fit uses the Andresson function.

Figure 6.24: The $D_s^{(*)}$ yield from on-resonance (filled circles) and off-resonance data (open circles) scaled according to the corresponding luminosity ratio before efficiency correction.
Figure 6.25: The efficiency for $D_s^{(*)+} \to D_s^+ \gamma$ with $D_s^+ \to \phi \pi^+$ and $\phi \to K^+ K^-$ as a function of the $D_s^{(*)+}$ momentum in the center-of-mass rest frame. Two methods described in the text are used to count the number of reconstructed $D_s^{(*)+}$.

Figure 6.26: The $D_s^{(*)+}$ efficiency-corrected momentum spectrum for on-resonance (filled circles) and scaled off-resonance data (open circles). The curve shows the fit using the Andersson function.

The spectrum is shown in Figs. 6.27. It is important to note that the method described for $D_s^+$ momentum spectrum measurement with the use of the fragmentation function for continuum parameterization, leads to the overestimation of the $D_s^{(*)+}$ yield from $B$ decays. The reason is that the combinatorial background for the $\Delta M$ distribution peaks at low $\Delta M$ the low momentum bins ($< 1$ GeV/c) (see Fig. 6.17). However, this effect partially cancels out by subtracting the off-resonance data while it does not when one uses the parameterization function.

### 6.3 $B \to D_s^{(*)+} X$ Branching Fraction

Integrating the spectrum after continuum subtraction and efficiency correction gives a total $D_s^+$ yield from $B$ meson decays of $87711 \pm 1485$ events. This corresponds to an inclusive branching fraction of

$$B(B \to D_s^+ X) = \left(10.93 \pm 0.19 \pm 0.58\right) \times \frac{(3.6 \pm 0.9)\%}{B(D_s^{(*)+} \to \phi \pi^+)} \%.$$  \hspace{1cm} (6.2)
Figure 6.27: The efficiency-corrected $D_{s}^{+}$ momentum spectrum from $B$ decays. The scaled off-resonance data are subtracted directly from the on-resonance data. All momentum range (left) and below 2.5 GeV/c (right) are shown.

The total $D_{s}^{*+}$ yield from $B$ meson decays is $60047\pm6201$ events, leading to the inclusive branching fraction of

$$B(B \to D_{s}^{*+}X) = \left[ (7.94 \pm 0.82 \pm 0.72) \times \frac{(3.6 \pm 0.9)\%}{B(D_{s}^{+} \to \phi\pi^{+})} \right] \%.$$  

(6.3)

In the equations above, the first error is statistical, the second is systematic. The dominant error is due to the uncertainty in the $D_{s}^{+} \to \phi\pi^{+}$ branching fraction of $(3.6\pm0.9)\%$ [8] and is shown separately. This allows us to measure the vector to pseudoscalar ratio (Eq. 4.21)

$$\frac{B(B \to D_{s}^{*+}X_{q})}{B(B \to D_{s}^{+}X_{q})} = 0.73 \pm 0.08 \pm 0.06$$  

(6.4)

which is in good agreement with the theoretical prediction 0.68 given in [35]. It is important to note that, with the used method, these results are independent of any assumption regarding the shape of the fragmentation function.

The various contributions to the systematic error are listed in Table 6.1. The following sources are considered for the $D_{s}^{(s)+}$ yield:

- **Signal shape**
  The systematic effect due to deviation of the signal peak shape from a single Gaussian (Crystal Barrel asymmetric lineshape) may bias the $D_{s}^{+} (D_{s}^{*+})$ yield,
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<table>
<thead>
<tr>
<th>Source</th>
<th>Fractional Error on $B$ (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$B \rightarrow D_s^+ X$</td>
</tr>
<tr>
<td>Signal shape</td>
<td>0.5</td>
</tr>
<tr>
<td>Background subtraction</td>
<td>0.4</td>
</tr>
<tr>
<td>Monte Carlo statistics</td>
<td>2.5</td>
</tr>
<tr>
<td>Bin width</td>
<td>1.4</td>
</tr>
<tr>
<td>Total for $D_s^+$ yield</td>
<td>2.9</td>
</tr>
<tr>
<td>Number of $B\bar{B}$ events</td>
<td>1.6</td>
</tr>
<tr>
<td>$\mathcal{B}(\phi \rightarrow K^+K^-)$</td>
<td>1.6</td>
</tr>
<tr>
<td>Particle identification</td>
<td>1.0</td>
</tr>
<tr>
<td>Tracking efficiency</td>
<td>3.6</td>
</tr>
<tr>
<td>$\mathcal{B}(D_s^{(*)+} \rightarrow D_s^+\gamma)$</td>
<td>2.7</td>
</tr>
<tr>
<td>Photon efficiency</td>
<td>1.3</td>
</tr>
<tr>
<td>$\pi^0$ veto</td>
<td>2.7</td>
</tr>
<tr>
<td>Total systematic error</td>
<td>5.3</td>
</tr>
</tbody>
</table>

Table 6.1: Systematic errors for $\mathcal{B}(B \rightarrow D_s^{(*)+} X)$

- **Background shape**
  The ambiguity with the parameterization of the $\phi\pi^+$ and $\Delta M$ combinatorial background.

- **Monte Carlo statistic**
  This effect is due to the statistical error in the determination of the $D_s^{(*)+}$ efficiency from Monte Carlo simulation.

- **Bin width**
  An uncontrolled variation of the efficiency within one momentum range, i.e. 200 MeV/c for $D_s^+$ and 250 MeV/c for $D_s^{(*)+}$, biases the $D_s^{(*)+}$ yield. Defined for each bin these errors are weighted according to the momentum spectrum in order to evaluate the mean value.

A detailed study of the systematic error is presented in Section 6.5
As a cross check, the $D_s^+$ branching fraction is computed using the momentum spectrum (Fig. 6.13) obtained by subtraction of the value of the fitted curve where the Andersson function is applied. One obtains an inclusive branching fraction of $\mathcal{B}(B \to D_s^+ X) = 11.37 \pm 0.14(\text{stat}) \pm 0.61(\text{syst})\%$. Additional systematic error of 1.1% is assumed for this value due to the parameterization function. Considering that the most of systematic errors shown in Table 6.1 are correlated, these values are consistent at the level of 1.7$\sigma$.

6.4 $D_s^{(*)+}$ production from $q\bar{q}$ continuum

6.4.1 Cross Sections

The production cross section for $D_s^{(*)+}$ from continuum events is obtained by integrating the spectrum (counting the number of events) obtained from the off-resonance data. This gives

$$\sigma(e^+e^- \to D_s^{\pm}X)\mathcal{B}(D_s^+ \to \phi\pi^+) = 7.55 \pm 0.20 \pm 0.34 \text{pb}$$

and

$$\sigma(e^+e^- \to D_s^{(*\pm}X)\mathcal{B}(D_s^+ \to \phi\pi^+) = 5.79 \pm 0.66 \pm 0.50 \text{pb}$$

Table 6.2 summarizes the different sources of the systematic errors for $\sigma(e^+e^- \to D_s^{(*)\pm}X)\mathcal{B}(D_s^+ \to \phi\pi^+)$. It is important to say, that the contribution of the low momentum range ($p^* < 2 \text{GeV}/c$) to the statistical error is dominant. Since only off-resonance data present in this region, the use of the continuum spectrum constructed with both on- and off-resonance data sets does not improve the statistical significance of the result.

The vector to pseudoscalar production ratio is usually described using the variable

$$P_V = \frac{V}{V + P}$$

where $P$ and $V$ represent the number of pseudoscalar and vector mesons directly produced in $e^+e^-$ annihilation. This quantity can be measured very precisely because many systematic errors cancel out. From the measured cross sections one finds

$$P_V = 0.77 \pm 0.09(\text{stat}) \pm 0.05(\text{syst}).$$

6.4.2 Fragmentation Functions

Measurement of fragmentation functions of heavy quarks that describe the process of hadronization, provides information about non-perturbative particle production
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<table>
<thead>
<tr>
<th>Source</th>
<th>Fractional Error on ( B ) (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( e^+e^- \rightarrow D_s^{(*)\pm}X )</td>
</tr>
<tr>
<td>Signal shape</td>
<td>0.5</td>
</tr>
<tr>
<td>Monte Carlo statistic</td>
<td>1.0</td>
</tr>
<tr>
<td>Luminosity</td>
<td>1.5</td>
</tr>
<tr>
<td>Particle identification</td>
<td>1.0</td>
</tr>
<tr>
<td>Tracking efficiency</td>
<td>3.6</td>
</tr>
<tr>
<td>( B(\phi \rightarrow K^+K^-) )</td>
<td>1.6</td>
</tr>
<tr>
<td>( B(D_s^{(<em>)+} \rightarrow D_s^{(</em>)\pm}\gamma) )</td>
<td>2.7</td>
</tr>
<tr>
<td>Photon efficiency</td>
<td>1.3</td>
</tr>
<tr>
<td>( \pi^0 ) veto</td>
<td>2.7</td>
</tr>
<tr>
<td>Total systematic error</td>
<td>4.5</td>
</tr>
</tbody>
</table>

Table 6.2: Systematic errors for \( \sigma(e^+e^- \rightarrow D_s^{(*)\pm}X)B(D_s^{(*)} \rightarrow \phi\pi^+) \).

in a variety of experimental environments. The study of the fragmentation functions and the production cross section from continuum events for charm mesons \( (D^{*+}, D^{*0}, D^0, D_s^+, \Lambda_c) \) were reported by CLEO in [45, 46].

Many functional forms have been suggested for the momentum spectra of the heavy quarks produced in \( e^+e^- \) annihilation. Most of them are a function of one variable \( z \), defined for a heavy quark \( Q \), light-quark \( \bar{q} \) system as the ratio of the energy plus longitudinal momentum of the hadron \( Q\bar{q} \) to the sum of the energy and momentum of the heavy quark after accounting for initial state radiation, gluon bremsstrahlung, and final state radiation:

\[
z = \frac{(E + p_{\parallel})_{Q\bar{q}}}{E + p_Q}, \tag{6.9}\n\]

where \( p_{\parallel} \) is the component of \( p \) along the direction of the heavy quark. The main advantage of this quantity is that it is relativistically invariant with respect to the boost in the direction of the primary quark. Unfortunately, as this variable is not directly measured, experiments typically use other scaling variables, which are close approximations to \( z \). They are

\[
x^+ = \frac{(E + p_{\parallel})_{\text{hadron}}}{(E + p)_{\text{max}}}, \quad x_p = p/p_{\text{max}}, \quad x_E = E_{\text{hadron}}/E_{\text{beam}}, \tag{6.10}\n\]
where the maximum momentum of the hadron is defined as
\[ p_{\text{max}} = \sqrt{E_{\text{beam}}^2 - m^2} \]  

(6.11)

The \( x_p \) parameter is used as an approximation of \( z \) in this work.

| Name of function          | Analytical expression                                                                 
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Andersson (Lund) [47]</td>
<td>( f(x_p) = N \frac{(1-x_p)^\alpha}{x_p} \exp\left{-\frac{\alpha}{x_p}\right} )</td>
</tr>
<tr>
<td>Peterson et al. [48]</td>
<td>( f(x_p) = \frac{N}{x_p} \left(1 - \frac{1}{x_p} - \frac{e}{1-x_p}\right)^{-2} )</td>
</tr>
<tr>
<td>Collins and Spiller [49]</td>
<td>( f(x_p) = N \left(\frac{1-x_p}{x_p} + \frac{2-x_p}{1-x_p}\right)(1+x_p^2) \left(1 - \frac{1}{x_p} - \frac{e}{1-x_p}\right)^{-2} )</td>
</tr>
<tr>
<td>Kartvelishvili et al. [50]</td>
<td>( f(x_p) = N x_p^\alpha (1-x_p) )</td>
</tr>
</tbody>
</table>

Table 6.3: Analytical expressions for the fragmentation functions.

The measured \( D_s^{(*)+} \) momentum spectrum (i.e., efficiency-corrected) from continuum, which uses on-resonance data with momentum above 2.45 GeV/c \( (x_p > 0.5) \) and off-resonance data scaled according to the luminosity ratio is fitted using 4 different fragmentation functions described in Table 6.3. The result of the fit for \( D_s^{+} \) mesons is shown in Figs. 6.28, 6.29. The production cross section is obtained by integrating the function of the fit. The extracted cross sections, the shape parameters and \( \chi^2 \) of the fit are shown in Table 6.4.

<table>
<thead>
<tr>
<th>Name of function</th>
<th>Shape parameter</th>
<th>( \sigma, \text{ pb} )</th>
<th>( \chi^2 / \text{ ndof} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Andersson(Lund)</td>
<td>( \alpha = 2.93 \pm 0.04 ), ( \beta = 1.55 \pm 0.03 )</td>
<td>7.27 \pm 0.09 \pm 0.02</td>
<td>30.2/33</td>
</tr>
<tr>
<td>Peterson et al.</td>
<td>( \epsilon = (11.14 \pm 0.32) \times 10^{-2} )</td>
<td>8.23 \pm 0.10 \pm 0.22</td>
<td>68.5/33</td>
</tr>
<tr>
<td>Collins and Spiller</td>
<td>( \epsilon = (29.4 \pm 1.3) \times 10^{-2} )</td>
<td>8.58 \pm 0.11 \pm 0.23</td>
<td>207.5/33</td>
</tr>
<tr>
<td>Kartvelishvili et al.</td>
<td>( \alpha = 2.23 \pm 0.05 )</td>
<td>8.35 \pm 0.31 \pm 0.14</td>
<td>321.6/33</td>
</tr>
</tbody>
</table>

Table 6.4: The fit results and cross section \( \sigma(e^+e^- \rightarrow D_s^{(*)+} X)B(D_s^+ \rightarrow \phi \pi^+) \). Only the statistical errors (uncorrelated and correlated for the cross sections) are given.

Figs. 6.30, 6.31 show the result of the fit of \( D_s^{(*)+} \) continuum data with different fragmentation functions. The production cross section for \( D_s^{(*)+} \) from continuum events with shape parameters and \( \chi^2 \) from the fit are shown in Table 6.5.
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Figure 6.28: The fit with an Andersson function of $D_s^+$ continuum spectrum.

Figure 6.29: The fit with Peterson, Collins and Kartvelishvili functions of $D_s^+$ continuum spectrum.

Figure 6.30: The fit with an Andersson function of $D_s^{*+}$ continuum spectrum.

Figure 6.31: The fit with Peterson, Collins and Kartvelishvili functions of $D_s^{*+}$ continuum spectrum.

As one can see from the fit results, the best parameterization of the hadronization process is the Andersson (Lund) function [47] since the $\chi^2$ of the fit is the best. Using
This approximation one finds

\[ P_\nu = 0.75 \pm 0.02(\text{stat}) \pm 0.05(\text{syst}). \] (6.12)

This value is consistent with Eq. 6.8 and the error is dominated by the systematic error. Therefore we conclude that the spin counting model applies to the \( D_s^{(*)} \) system similarly as for the \( D^{(*)} \) [51]. Indeed, counting the number of spin states available to an \( L=0 \) meson leads to the expected value of \( P_\nu = 0.75 \).

### 6.5 The Systematic Errors

#### 6.5.1 Tracking Efficiency

The detection efficiency of the charged tracks can be extracted from the data. The fortunate case of having two devices (the SVT and DCH) allows one to reconstruct tracks independently measuring the efficiency of each device by using the presence of a charged track in the other as a trigger. Since the GTL list, which requires at least 12 hits in the DCH, is used in the present analysis, only the DCH efficiency is important.

The method is to start with an SVT track and measure how often a corresponding drift chamber track is found. The results of the analysis are tables of the efficiencies binned in the \( p_T, \theta, \phi \) and multiplicity bins [52]. The extraction of these tables is done separately for the runs with low (1900 V) and high (1960 V) voltages on the DCH wires. The efficiency correction procedure of the Monte Carlo events implies that the efficiency of each track has to be weighted according to its performances.
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<table>
<thead>
<tr>
<th></th>
<th>1900 V</th>
<th>1960 V</th>
</tr>
</thead>
<tbody>
<tr>
<td>Not corrected (NC)</td>
<td>0.960 ± 0.005</td>
<td>0.985 ± 0.004</td>
</tr>
<tr>
<td>Corrected (C)</td>
<td>0.985 ± 0.005</td>
<td>0.995 ± 0.004</td>
</tr>
<tr>
<td>NC/C</td>
<td>0.975 ± 0.007</td>
<td>0.990 ± 0.006</td>
</tr>
</tbody>
</table>

Table 6.6: The ratio $\epsilon_{Data}/\epsilon_{MC}$ for the single track integrating on entire momentum. Uncertainty is statistical only.

In addition the ratio of the GTL efficiency to that of GTVL, $R_e = \epsilon_{GTL}/\epsilon_{GTVL}$ can be measured using $D^0 \rightarrow K^-\pi^+\pi^-\pi^+$ ($K^3\pi$) decay. The ratio $R_e$ is given by the number of reconstructed events for which all four tracks satisfy the GTL criteria over the number of events for which three tracks satisfy the GTL criteria and the fourth track is required to satisfy the GTVL criteria. In order to improve the signal to background ratio only $D^0$ candidates originating from $D^{*+} \rightarrow D^0\pi$ are selected. Since the efficiency of tracks satisfying the GTVL criteria in Monte Carlo is consistent with data, the ratio of the data efficiency over that for Monte Carlo can be produced for GTL. Table 6.6 presents this ratio before and after efficiency correction using the tables. A small difference of about 1% between data and Monte Carlo still remains after correction that is added to the systematic error. This effect is explained by the signal shape uncertainty and the background subtraction in the $K^3\pi$ mass distribution. Taking into account that this is a common effect for both corrected and not corrected distributions, their ratio (the last line in Table 6.6) gives the track correction factor used in the present analysis with an associated systematic error of 1.2% per track.

In order to ensure that extracted correction factor can be used for another decay modes and in particularly for $D_{s}^{(*)+}$, i.e. it does not reflect some special topology or multiplicity of the events involving $D^0 \rightarrow K3\pi$ decays, the correction tables were used for the eight $B \rightarrow D_{s}^{(*)} D^{(*)}$ decay channels using a full reconstruction method (Section 4.5.1). The result shows that the track weighted efficiency is consistent within 0.3% with the correction factor obtained with $D^0 \rightarrow K3\pi$ events. This is significantly smaller than the systematic error associated with one track.

Thus, one can conclude that for the decay chain $D_s^+ \rightarrow \phi \pi^+$, $\phi \rightarrow K^+K^-$ with three tracks in the final state, the weighted luminosity correction is $(0.982)^3 = 0.947$ with $3 \times 1.2% = 3.6%$ systematic error per $D_s^+$ candidate.

6.5.2 Neutral Efficiency

The study of the simulation validation of the EMC in terms of reconstruction efficiency of neutral particles ($\gamma, \pi^0$) uses the $e^+e^- \rightarrow \tau^+\tau^-$ decay channel. One of the $\tau$ leptons
is tagged into $\tau^- \rightarrow e^- \bar{\nu}_e \nu_\tau$ mode while the second $\tau$ decays to neutrino plus hadron (mostly $\pi^\pm$) and one or two $\pi^0$: $\tau^- \rightarrow \pi^- (2) \pi^0 \nu_\tau$. The yields for the $1\pi^0$ and $2\pi^0$ are compared. In this case the systematic errors due to tracking efficiency and luminosity cancel in the ratio of the yields. Since the branching fractions are known at the level of 1%, the decay kinematic and the $\pi^0$ efficiency govern the relative yield. Thus, the $\pi^0$ efficiency can be measured directly in the data and compared with the Monte Carlo simulation.

The analysis is performed based on a binned $\pi^0$ energy between 0 and 3.5 GeV [53]. The result shows that additional suppression of 2.5% of all photons in the event is needed in the Monte Carlo. Applying this recipe to the simulation, it was found that the $\pi^0$ efficiency in data is consistent with the Monte Carlo at the level of 0.5%. An estimated systematic error, mostly defined by the branching fraction knowledge and the uncertainty of the energy calibration, is 1.3% per photon and 2.5% per $\pi^0$.

### 6.5.3 Particle Identification

The $D_s^+$ candidates are required to have two oppositely charged tracks satisfying the “loose” kaon criterion, with at least one of them passing the “tight” criterion. A possible difference of the particle identification efficiency between data and Monte Carlo is a source of systematic error. A study is performed using the $D^0 \rightarrow (K^- \pi^+)$ channel with $D^0$ mesons coming from $D^{*+} \rightarrow D^0 \pi^+ \rightarrow (K^- \pi^+) \pi^+$ decay. The comparison of the $D^0$ yield with and without positive kaon identification using different criteria allows us to extract the efficiency of the particle identification for a single track.

Fig. 6.32 shows the kaon efficiency as a function of its momentum in the laboratory frame for the two selection criteria: “loose” and “tight”. Integrating over the entire momentum range one gets $\epsilon_L = 0.99$ and $\epsilon_T = 0.93$ for Monte Carlo while $\epsilon_L = 0.98$ and $\epsilon_T = 0.91$ for data.

A total efficiency with one “loose” and one “tight” kaon in the final state can be expressed as

$$\epsilon_{L+T} = 2\epsilon_T \epsilon_L - \epsilon_T^2. \quad (6.13)$$

The ratio

$$r \equiv \frac{\epsilon_{2T}}{\epsilon_{L+T}} = \frac{\epsilon_T}{2\epsilon_L - \epsilon_T} \quad (6.14)$$

is extracted from the $D_s^+$ yield when the positive identification of one “loose” and one “tight” kaon is compared with that when both kaons satisfy a “tight” criterion. Thus the $\epsilon_T/\epsilon_L = 2r/(1+r)$ can be measured from both $D_s^+$ and $D^0$ decays. The comparison of $\epsilon_T/\epsilon_L$ with two decay modes ensures the result against possible systematic effects due to different number of kaons in the final state. Table 6.7 shows the comparison of these ratios obtained with data and Monte Carlo.
Figure 6.32: Kaon efficiency as a function of momentum for data and Monte Carlo with two identification criteria: “loose” (upper plot) and “tight” kaon (bottom plot).

One can extract from this table $\epsilon_{L+T}^{Data}/\epsilon_{L+T}^{MC} = 0.979 \pm 0.019$ and an estimated systematic error is about 1%. This is obtained by comparing the signal yield fitting the $\Delta M$ and $K^-\pi^+$ mass distributions when no positive kaon identification is required to that where it is required.

### 6.5.4 $\pi^0$ Overlap

In order to improve the signal to background ratio for $D_s^{*+}$ candidates, the photon candidate from $D_s^{*+} \rightarrow D_s^+\gamma$ decay should not form a $\pi^0$, when combined with any other photon in the event. Due to possible difference in the reconstruction efficiency of photons and consequently $\pi^0$ mesons between data and Monte Carlo, an additional systematic error to the $D_s^{*+}$ yield has to be taken into account.
Table 6.7: \( r, \frac{\epsilon_T}{\epsilon_L} \) and \( \epsilon_{L+T} \) for data and Monte Carlo obtained with \( D_s^{+} \) and \( D^* \) decays.

A possible candidate for a calibration mode in this study is \( D^{*0} \rightarrow D^0 \gamma \), where the product of the production yield, reconstruction efficiency and signal to background ratio is better than for \( D_s^{*+} \rightarrow D_s^+ \gamma \). Since the photon energy is relatively small (about 400 MeV maximum), the reconstruction efficiency is very sensitive to energy. Therefore, the best way to study the systematic error due to \( \pi^0 \) veto is the \( D_s^{*+} \rightarrow D_s^+ \gamma \) mode itself. The ratio

\[
R = \frac{N_{D_s^{*+}}^{\text{veto}} \times \epsilon}{N_{D_s^+} \times \epsilon_{\text{veto}}} \tag{6.15}
\]

is calculated for each \( D_s^{*+} \) momentum range using the number of reconstructed events and the efficiency obtained both with and without \( \pi^0 \) overlap requirement. Fig 6.33 shows the \( \Delta M \) distribution for data with and without the \( \pi^0 \) veto using the \( D_s^{*+} \) candidates in all momentum ranges. The significant improvement of the reconstruction efficiency (22027±615 events in the peak compared to 14392±376) is accompanied by a worse signal to background ratio. The extracted value of \( R \) as a function of the \( D_s^{*+} \) momentum is shown in Fig. 6.34. A straight line fit gives

\[
R = 0.956 \pm 0.0257. \tag{6.16}
\]

This is used as the correction factor for the \( D_s^{*+} \) yield with an associated systematic error of 2.7%.

### 6.5.5 Signal Shape

Deviation of the \( D_s^{+} (D_s^{*+}) \) signal peak from a single Gaussian (Crystal Barrel lineshape) leads to the systematic uncertainty for the \( D_s^{+} (D_s^{*+}) \) yield. The integral of the fit function used for the signal parameterization gives the number of reconstructed
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Figure 6.33: $\Delta M = M_{D_s^0} - M_{D_s^+}$ mass spectra. Upper histogram corresponds to no veto with $\pi^0$ to be required, while the lower histogram shows the $\Delta M$ spectrum with $\pi^0$ veto requirements for the photon candidate.

Figure 6.34: $R$ as a function of $D_s^{*+}$ center-of-mass momentum. Line shows the fit result described in the text.

events. This number is used as the $D_s^+ (D_s^{*+})$ yield in the present analysis. It can also be found by counting the number of events in the histogram obtained after subtracting bin-by-bin the value of the fitted background function from the $\phi\pi^+ (\Delta M)$ mass distribution. No assumption for the extrapolation of the signal peak is assumed with this method. A variation of the signal yield with the procedure mentioned above is accounted as systematic error due to the signal shape.

6.5.6 Background Subtraction

The components of the background for the on-resonance data are different from off-resonance. Both $B\bar{B}$ and $q\bar{q}$ continuum are sources for the on-resonance data while only the last source is present in the off-resonance data. In general, the parameterization, which describes the background well at relatively high momentum, might not fit the low momentum ranges. Therefore, an uncertainty due to the chosen parameterization of the combinatorial background leads to a systematic error.

In contrast to the $\phi\pi^+$ distribution where the signal to background ratio is slightly increased with diminishing the $D_s^+$ candidate momentum, the combinatorial background for the $\Delta M$ distribution is strongly increasing near the $D_s^{*+}$ mass at low
momentum (< 1 GeV/c). Therefore, the uncertainty due to background subtraction is one of the dominant systematic error for the $D_s^{*+}$ branching fraction in contrast to the $D_s^+$ (Table 6.1).

The other independent method for extracting the $D_s^{(*)+}$ yield coming from $B$ decays is the following. The $\phi \pi^+$ ($\Delta M$) histograms obtained from the off-resonance data are subtracted bin-by-bin from the corresponding on-resonance histogram after the proper luminosity scaling. Fig. 6.35 shows the resulting distributions for the $\phi \pi^+$ invariant mass, while the fitted $\Delta M$ spectra are shown in Fig. 6.36. Part of combinatorial background coming from $q\bar{q}$ continuum cancels in these distributions. The efficiency-corrected $D_s^{(*)+}$ momentum spectrum is shown in Figs 6.37 and 6.38. Integrating these spectra gives the inclusive branching fraction of $\mathcal{B}(B \to D_s^+ X) = 10.77 \pm 0.23\%$ and $\mathcal{B}(B \to D_s^{*+} X) = 7.62 \pm 0.88\%$. These results are in agreement with Eqs. 6.2, 6.3 within statistical error.

Using a third order polynomial parameterization for the combinatorial background, one obtains the inclusive branching fraction $\mathcal{B}(B \to D_s^{*+} X) = 8.36 \pm 0.87 \pm 0.76\%$, which is also consistent with Eq. 6.3. The corresponding $D_s^{*+}$ momentum spectrum obtained with this parameterization is shown in Fig. 6.39. The variation of the branching fractions obtained with these methods is included in the systematic error due to background subtraction.

### 6.5.7 Momentum Smearing

As shown above, the reconstructed mass and resolution of the $D_s^{(*)+}$ mesons in the data are somewhat different from the ones using Monte Carlo simulation. Since the method determining the efficiency is dependent on the mean value of the peak and its resolution, a second method to cross check the efficiency is used. It gives consistent results within the statistical errors. A special feature in Monte Carlo (track momentum smearing) allows us to reproduce better the data. Fig 6.40 shows the $\phi \pi$ invariant mass distributions obtained with and without the smearing procedure. The generated $B^0 \to D_s^{*+} D_s^{*-}$ decay modes are used for this purpose. The peak parameters of the fit are presented in Table 6.8. The $D_s^+$ candidates are selected within $1.6 < p^* < 1.8$ GeV/c center-of-mass momentum range.

One can see from this table that the smearing procedure shifts down the reconstructed $D_s^+$ mass peak and worsens the resolution, reproducing better the reconstructed parameters in the data. The efficiencies obtained with and without the momentum smearing procedure are consistent within the statistical error about 2\%.
Figure 6.35: The $\phi\pi^+$ mass distributions obtained by subtracting the off-resonance histogram after luminosity scaling to the corresponding on-resonance histogram. The $D_s^+$ yield is defined in the 12 momentum windows (a) 0-0.2, (b) 0.2-0.4, (c) 0.4-0.6, (d) 0.6-0.8, (e) 0.8-1.0, (f) 1.0-1.2, (g) 1.2-1.4, (i) 1.4-1.6, (h) 1.6-1.8, (k) 1.8-2.0, (l) 2.0-2.2, (m) 2.2-2.4 GeV/c. The result of the fit described in the text is overlaid.
Figure 6.36: The $\Delta M = M(D_{s}^{+}\gamma) - M(D_{s}^{+})$ distributions obtained by subtracting the off-resonance histogram after luminosity scaling to the corresponding on-resonance histogram. The $D_{s}^{++}$ yield is defined in the 10 momentum windows (a) 0-0.25, (b) 0.25-0.5, (c) 0.5-0.75, (d) 0.75-1.0, (e) 1.0-1.25, (f) 1.25-1.5, (g) 1.5-1.75, (i) 1.75-2.0, (h) 2.0-2.25, (k) 2.25-2.5 GeV/c. The result of the fit described in the text is overlaid.
Figure 6.37: The $D_s^+$ momentum spectrum from $B$ decays. Scaled off-resonance histograms are subtracted directly from the corresponding on-resonance histograms.

Figure 6.38: The $D_s^+$ momentum spectrum from $B$ decays. Scaled off-resonance histograms are subtracted directly from the corresponding on-resonance histograms.

Figure 6.39: The $D_s^{*+}$ momentum spectrum from $B$ decays. The third order of polynomial is used for the combinatorial background parameterization.

Figure 6.40: The $\phi \pi^+$ mass spectrum from Monte Carlo obtained with (red histogram) and without (black histogram) smearing procedure.
<table>
<thead>
<tr>
<th></th>
<th>No smearing</th>
<th>Smearing</th>
<th>Data</th>
</tr>
</thead>
<tbody>
<tr>
<td>$M_{D_s}$, MeV</td>
<td>1968.8 ± 0.1</td>
<td>1967.0 ± 0.1</td>
<td>1966.0 ± 0.1</td>
</tr>
<tr>
<td>$\sigma$, MeV</td>
<td>4.07 ± 0.09</td>
<td>5.50 ± 0.12</td>
<td>5.09 ± 0.09</td>
</tr>
<tr>
<td>Efficiency, %</td>
<td>25.08 ± 0.55</td>
<td>25.60 ± 0.55</td>
<td></td>
</tr>
</tbody>
</table>

Table 6.8: The $D_s^+$ peak parameters with and without smearing. The efficiency is corrected neither for tracking nor for particle identification.

## 6.6 Fits to $D_s^{(*)+}$ Momentum Spectra

### 6.6.1 Components of Momentum Spectrum

By fitting the $D_s^{(*)+}$ momentum spectrum, the relative branching fractions of $B$ decays to different final states containing a $D_s^{(*)+}$ meson are obtained. In the $\Upsilon(4S)$ rest frame, two-body $B$ decays produce $D_s^{(*)+}$ mesons with a $\sim 300$ MeV/c wide momentum spectrum. In $B$ decays, the $D_s^{(*)+}$ momentum spectrum is essentially governed by the production of direct $D_s^{(*)+}$. Other $\sigma$ states (with $L=1$), such as $D_{s1}^+(2536)$ and $D_{s2}^+(2573)$, primarily decay to $D^{(*)}K$. Because $D_s^{(*)}$ decays to $D_s^+\gamma$ or $D_s^+\pi^0$, the $D_s^+$ momentum distribution is slightly broader and softer compared to the direct production $B \to D_s^+X$.

Three different sources of $D_s^{(*)+}$ mesons in $B$ decays are considered for the momentum spectrum.

1. **$B \to D_s^{(*)+} \bar{D}^{(*)}$ decays.** The relative branching fractions of the individual channels can be taken either from the existing measurements [55] or from predictions assuming factorization [28], [29], [31]. Table 6.9 shows the predictions for the relative branching ratio with respect to the different theoretical models and CLEO measurement. The fit is performed for both cases, with the assumption $f_{D_s^{(*)+}} = f_{D_s^{(*)}}$ for the theoretical models, where $f_{D_s^{(*)+}}$ are the $D_s^{(*)+}$ decay constants.

2. **$B \to D_s^{(*)+} \bar{D}^{**}$ decays.** Four $\bar{D}^{**}$ states are considered: $\bar{D}_0^*(j = 1/2)$, $\bar{D}_1(2420)$, $\bar{D}_2(2460)$. The observation of $B \to D_s^{(*)+} \bar{D}^{**}$ decays was recently reported by CLEO [54].

3. **Three-body $B \to D_s^{(*)+} \bar{D}^{(*)} \pi/\rho/\omega$ decays.** Since little is known about these decays, they are considered with equal weights and the momentum distributions are generated according to phase space.
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<table>
<thead>
<tr>
<th></th>
<th>$\Gamma(B \to D_s^{(*)+} D)$</th>
<th>$\Gamma(B \to D_s^{(<em>)+} D^</em>)$</th>
<th>$\Gamma(B \to D_s^{(*)+} D)$</th>
<th>$\Gamma(B \to D_s^{(<em>)+} D^</em>)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>BSW [28]</td>
<td>$1.31 \left( \frac{f_{D_s^{(<em>)+}}}{f_{D_s^{(</em>)}}^2} \right)^2$</td>
<td>2.24</td>
<td>2.77</td>
<td></td>
</tr>
<tr>
<td>Rosner [29]</td>
<td>$1.00 \left( \frac{f_{D_s^{(<em>)+}}}{f_{D_s^{(</em>)}}^2} \right)^2$</td>
<td>1.43</td>
<td>2.59</td>
<td></td>
</tr>
<tr>
<td>Neubert [31]</td>
<td>$1.04 \left( \frac{f_{D_s^{(<em>)+}}}{f_{D_s^{(</em>)}}^2} \right)^2$</td>
<td>1.47</td>
<td>2.56</td>
<td></td>
</tr>
<tr>
<td>CLEO [55]</td>
<td>$0.80 \pm 0.24$</td>
<td>$0.99 \pm 0.24$</td>
<td>$2.70 \pm 0.81$</td>
<td></td>
</tr>
</tbody>
</table>

Table 6.9: Predictions and experimental results for the ratios of the width in $B \to D_s^{(*)+} \overline{D}^{(*)}$ decays

Figure 6.41: The generated $D_s^+$ (left) and $D_s^{(*)+}$ (right) momentum spectra. Type (1), $B \to D_s^{(*)+} \overline{D}^{(*)}$ - the slightly cross hatched histogram, Type (2), $B \to D_s^{(*)+} \overline{D}^{(*)}$ - the cross hatched histogram and Type (3), $B \to D_s^{(*)+} \overline{D}^{(*)}$ $\pi/\rho/\omega$ - slightly hatched histogram. The smooth line is the sum of the three components.

Fig. 6.41 shows the $D_s^+$ and $D_s^{(*)+}$ momentum spectra generated with respect to the models described above. The individual contributions are also shown.
6.6.2 Fit and Systematic Errors

The minimum-χ² fits to the \( D_s^{(*)+} \) momentum spectrum is performed leaving the total number of the \( D_s^{(*)+} \) events as a free parameter ∗. From the fits to the \( D_s^{+} \) and \( D_s^{(*)+} \) spectra, the ratio of two-body modes (1) to the total inclusive rate is determined to be

\[
\frac{\Sigma B(B \to D_s^{(*)+} \overline{D}^{(*)})}{B(B \to D_s^{(*)+} X)} = (46.4 \pm 1.3 \pm 1.4 \pm 0.6)\% ,
\]

(6.17)

\[
\frac{\Sigma B(B \to D_s^{(*)+} \overline{D}^{(*)})}{B(B \to D_s^{(*)+} X)} = (53.3 \pm 3.7 \pm 3.1 \pm 2.1)\% ,
\]

(6.18)

The first error is statistical. The second error represents the systematic error due to the limited Monte Carlo statistics and the background parameterization. The last error is due to the model uncertainty. It is obtained by varying the individual relative contributions of the modes into each source of \( D_s^{(*)+} \) listed above.

The fit is performed using different assumptions of the relative contributions of the modes in source (1). We take the theoretical predictions and measurements listed in Table 6.9. Different weights of \( B \to D_s^{(*)+} \overline{D}^{(*)} \) and \( B \to D_s^{(*)+} \overline{D}^{(*)} \) as well as different relative branching fractions of the four modes within source (2) are used for the fit (see Table 6.10 and 6.11). For source (3), two cases are considered: either \( B \to D_s^{(*)+} \overline{D}^{(*)} \pi \) or \( B \to D_s^{(*)+} \overline{D}^{(*)} \rho/\omega \) is assumed to be dominant. The results of the fits to the \( D_s^{(*)+} \) momentum spectra are shown in Fig. 6.42 for the assumption of the equal weights for the individual contributions within sources (2) and (3), and with weights for source (1) taken from [31]. The fit results for the different assumptions of the relative contributions of the modes for all three sources are presented in Tables 6.10, 6.11.

The \( \chi^2 \) of the fit for the inclusive \( D_s^{(*)+} \) momentum spectrum is best when the contribution \( B \to D_s^{(*)+} \overline{D}^{(*)} \rho/\omega \) is dominant compared to \( B \to D_s^{(*)+} \overline{D}^{(*)} \pi \). Fig 6.43 shows the fit results for these two assumptions.

∗A set of \( N (N = 12 \) for \( D_s^{(*)} \) and \( N = 10 \) for \( D_s^{(*)+} \)) measurements at points \( x_i \) are supposed. The \( i \)-th measurement \( y_i \) has a variance \( \sigma_i \). The fit function \( F(x_i) \) consists of the three components of the \( D_s^{(*)+} \) sources \( v_j \), where \( j = 1, 2, 3 \), respectively. Each component is normalized on unity, i.e.

\[
\sum_{i=1}^{N} v_j(x_i) = 1.
\]

The set of parameters \( p_1, p_2, n \) is found minimizing the \( \chi^2 \) calculated as

\[
\chi^2 = \sum_{i=1}^{N} \left( \frac{n[p_1 v_1(x_i) + p_2 v_2(x_i) + (1 - p_1 - p_2)v_3(x_i)] - y_i}{\sigma_i} \right)^2 ,
\]

where \( p_1 \) is the fraction of type (1), \( p_2 \) is the fraction of type (2), \( n \) is the total \( D_s^{(*)+} \) yield.
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Figure 6.42: The fit result for (a) $D_s^+$ and (b) $D_s^{(*)+}$ momentum spectra. The data are the dots with error bars, and the histograms represent the three components described in the text, i.e. Type (1) is $B \to D_s^{(*)+}\overline{D}^{(*)}$, Type (2) is $B \to D_s^{(*)+}\overline{D}^{**}$ and Type (3) is $B \to D_s^{(*)+}\overline{D}^{(*)}\pi/\rho/\omega$. The solid histogram is the sum of the three components.

Figure 6.43: The fit result for $D_s^{(*)+}$ momentum spectra. (a) The $B \to D_s^{(*)+} D^{(*)}\rho/\omega$ and (b) the $B \to D_s^{(*)+} D^{(*)} \pi$ are dominant in source (3). The data are dots with error bars and the histograms represent the three components described in the text. Type (1) is $B \to D_s^{(*)+}\overline{D}^{(*)}$, Type (2) is $B \to D_s^{(*)+}\overline{D}^{**}$ and Type (3) is $B \to D_s^{(*)+}\overline{D}^{(*)}\pi/\rho/\omega$. The solid histogram is the sum of the three components.
\begin{table}
\begin{center}
\begin{tabular}{|c|c|c|}
\hline
Model & $\Sigma B \rightarrow D_s^{(*)+} \overline{D}^{(*)}$ & $\Sigma B(B \rightarrow D_s^{(*)} D^{(*)+})$ \\
\hline
Equal $B \rightarrow D_s^{(*)} D^{(*)+}$ & & \\
\hline
$D_1(2420), D_2^*(2460)$ & & \\
$D_s^{(*)+}: D_s D^{(*)} = 1:1$ & & \\
BSW & 46.0±1.9 & 52.4±4.6 \\
Rosner & 45.6±1.8 & 52.4±4.6 \\
Neubert & 45.7±1.9 & 52.4±4.5 \\
\textit{CLEO} & 45.9±1.9 & 52.5±4.6 \\
$D_1(2420), D_0^*(j = 1/2), D_1(j = 1/2), D_2^*(2460)$ & & \\
$D_s^{(*)+}: D_s D^{(*)} = 1:1$ & & \\
Neubert & 45.6±1.9 & 52.4±4.5 \\
\hline
$D_s^{(*)+}: D_s D^{(*)} = 2:1$ & & \\
BSW & 47.3±1.8 & 52.5±4.6 \\
Rosner & 47.0±1.8 & 52.4±4.5 \\
Neubert & 47.1±1.8 & 52.4±4.6 \\
\textit{CLEO} & 47.3±1.8 & 52.5±4.6 \\
\hline
\end{tabular}
\end{center}
\caption{The results of the fit for the different assumptions concerning the relative contribution of the modes for each source of $D_s^+$}
\end{table}

In order to evaluate the systematic error for the fraction of the two-body modes (1) the fit of the $D_s^{(*)+}$ momentum spectrum obtained by two alternative methods described in Section 6.5.6 is done. From the fit of the $D_s^+$ momentum spectrum obtained by direct background subtraction, the fraction of two-body modes (1) relative to the total inclusive rate is determined to be 45.7±1.9\% (error includes the Monte Carlo statistics). It is in agreement with the fit regarding the same model assumption of the spectrum obtained with a basic procedure (45.7±1.9\%). Fig 6.44 shows the fit results of $D_s^{(*)+}$ momentum spectrum extracted by two methods. The fraction of the two-body modes (1) as obtained from the fit is 52.7±4.9\% for the first plot (a) and 50.5±4.3\% for the second one (b). This difference is attributed to a systematic error for the fraction of $B \rightarrow D_s^{(*)+} \overline{D}^{(*)}$ modes.

The sum of branching fractions for the two-body $B \rightarrow D_s^{(*)} \overline{D}^{(*)}$ decays are obtained
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<table>
<thead>
<tr>
<th>Model</th>
<th>$\Sigma B \rightarrow D_s^{(<em>)+} + \bar{D}(^{(</em>)})$</th>
<th>$\Sigma B(B \rightarrow D_s^{(<em>)}D^{(</em>)})$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$B \rightarrow D_s^{(<em>)} D^{(</em>)} \pi$</td>
<td></td>
</tr>
<tr>
<td>$D_1(2420), D_2^*(2460)$</td>
<td>$D_s^*D^{<strong>} : D_sD^{</strong>} = 1:1$</td>
<td></td>
</tr>
<tr>
<td>BSW</td>
<td>46.5±1.9</td>
<td>bad fit</td>
</tr>
<tr>
<td>Rosner</td>
<td>46.1±1.9</td>
<td>bad fit</td>
</tr>
<tr>
<td>Neubert</td>
<td>46.2±1.9</td>
<td>55.5±5.1 (bad fit)</td>
</tr>
<tr>
<td>CLEO</td>
<td>46.4±1.9</td>
<td>bad fit</td>
</tr>
<tr>
<td>$D_1(2420), D_0^<em>(j = 1/2), D_1(j = 1/2), D_2^</em>(2460)$</td>
<td>$D_s^*D^{<strong>} : D_sD^{</strong>} = 1:1$</td>
<td></td>
</tr>
<tr>
<td>Neubert</td>
<td>46.2±1.9</td>
<td>55.8±4.9 (bad fit)</td>
</tr>
<tr>
<td></td>
<td>$D_s^*D^{<strong>} : D_sD^{</strong>} = 2:1$</td>
<td></td>
</tr>
<tr>
<td>Neubert</td>
<td>46.5±1.8</td>
<td>55.9±4.8 (bad fit)</td>
</tr>
<tr>
<td></td>
<td>$B \rightarrow D_s^{(<em>)} D^{(</em>)} \rho/\omega$</td>
<td></td>
</tr>
<tr>
<td>$D_1(2420), D_0^<em>(j = 1/2), D_1(j = 1/2), D_2^</em>(2460)$</td>
<td>$D_s^*D^{<strong>} : D_sD^{</strong>} = 2:1$</td>
<td></td>
</tr>
<tr>
<td>BSW</td>
<td>47.5±1.8</td>
<td>51.8±4.1</td>
</tr>
<tr>
<td>Rosner</td>
<td>47.2±1.8</td>
<td>51.8±4.2</td>
</tr>
<tr>
<td>Neubert</td>
<td>47.4±1.8</td>
<td>51.9±4.2</td>
</tr>
<tr>
<td>CLEO</td>
<td>47.5±1.8</td>
<td>51.8±4.2</td>
</tr>
</tbody>
</table>

Table 6.11: The results of the fit for the different assumptions concerning the relative contribution of the modes for each source of $D_s^+$

From the fits of the $D_s^{(*)+}$ momentum spectra, where the yield of each source is a free
Figure 6.44: The fit result for $D_s^{(*)}$ momentum spectra. (a) Scaled off-resonance histograms are subtracted directly from the corresponding on-resonance histograms. (b) The third order of polynomial is used for the combinatorial background parameterization. The data are the dots with error bars and the histograms represent the three components described in the text. Type (1) is $B \to D_s^{(*)} \pi / \omega$, Type (2) is $B \to D_s^{(*)} \pi / \omega$ and Type (3) is $B \to D_s^{(*)} \pi / \omega$. The solid histogram is the sum of the three components.

parameter \footnote{The set of parameters $p_1$, $p_2$, $p_3$ is found minimizing the $\chi^2$ calculated as

$$\chi^2 = \sum_{i=1}^{N} \left( \frac{[p_1 v_1(x_i) + p_2 v_2(x_i) + p_3 v_3(x_i)] - y_i}{\sigma_i} \right)^2,$$

where $p_i$ is the yield of type (i).}

We find

$$\Sigma B(B \to D_s^{(*)} \pi / \omega) = (5.07 \pm 0.14 \pm 0.30 \pm 1.27)\%,$$

(6.19)

$$\Sigma B(B \to D_s^{(*)} \pi / \omega) = (4.1 \pm 0.2 \pm 0.4 \pm 1.0)\%,$$

(6.20)

where the first error is statistical, the second is systematic, and the third is due to the $D_s^{(*)}$ branching fraction uncertainty. The systematic error includes the systematic errors of the $B \to D_s^{(*)} X$ branching fractions, the systematic errors of the relative contributions of source (1), and the uncertainty due to model dependence. Two systematic errors due to the limited Monte Carlo statistic and the model uncertainty, are determined separately. The first error is extracted by fitting to the spectrum where the errors from the simulation are not included. The second error is evaluated from the fits for each assumption of the individual contributions of the
modes into each source of $D_{s}^{(*)}$. The lower part of the spectrum, especially for $D_{s}^{+}$, is determined with larger errors. Since the overlap of source (1) with the other two sources is small, only the bins with the maximum yield are relevant for the two-body modes of source (1). Therefore, the relative error of the sum of the two-body modes of source (1) is smaller than the relative error of the $B \to D_{s}^{(*)}X$ branching fraction or the relative rate of source (1), where the lower part of the spectrum is accounted.

### 6.7 $D_{s}^{+}$ and $D^{+}$ Mass Difference

Together with the $D_{s}^{+} \to \phi \pi^{+}$ channel, a signal for the Cabibbo-suppressed decay mode $D^{+} \to \phi \pi^{+}$ is observed. Fig. 6.45 shows the reconstructed $D^{+}$ mass as a function of the center-of-mass momentum for both data and Monte Carlo. A fit using the function in Eq. 6.1 is done with three free parameters, $p_{i}$. Although the uncertainties on the absolute mass is of the order of several MeV/c$^{2}$ (sec. 6.1), the systematic error in the determination of the $D_{s}^{+}$ and $D^{+}$ mass difference is much smaller, since many sources of error cancel. The systematic error is obtained from a study of the mass difference as a function of momentum in both data and Monte Carlo simulation. Fig. 6.46 shows the mass difference $m(D_{s}^{+}) - m(D^{+})$ as function of momentum obtained with the data and the Monte Carlo. One can see from this plot that it does not depend on the $D_{s}^{+}$ or $D^{+}$ momentum.

The values for the $m(D_{s}^{+})$, $m(D^{+})$ and $\Delta m$ obtained from different methods are presented in Table 6.12. One can conclude the following:

- The value of $\Delta m = 99.3 \pm 0.1$ MeV/c$^{2}$ obtained in Monte Carlo is consistent with the generated mass difference of 99.3 MeV/c$^{2}$. The statistical error of 0.1 MeV/c$^{2}$ obtained in the fit of the Monte Carlo data is associated to the systematic.

<table>
<thead>
<tr>
<th></th>
<th>Data</th>
<th>Monte Carlo</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$m(D_{s}^{+})$</td>
<td>$m(D^{+})$</td>
</tr>
<tr>
<td></td>
<td>$m(D_{s}^{+})$</td>
<td>$m(D^{+})$</td>
</tr>
<tr>
<td>Fit</td>
<td>$m(D_{s}^{+})$</td>
<td>$m(D^{+})$</td>
</tr>
<tr>
<td>Fit $\Delta m$</td>
<td>1968.1±0.1</td>
<td>1869.2±0.2</td>
</tr>
<tr>
<td>Fit $\phi \pi$</td>
<td>1966.4±0.04</td>
<td>1868.0±0.1</td>
</tr>
<tr>
<td>Truth</td>
<td></td>
<td>1968.6</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1870.2±0.1</td>
</tr>
</tbody>
</table>

Table 6.12: $m(D_{s}^{+}), m(D^{+})$, $\Delta m = m(D_{s}^{+}) - m(D^{+})$ in MeV/c$^{2}$ obtained with different procedures for data and Monte Carlo. The last line shows the value of the mass used in the simulation.
Figure 6.45: The $D^+$ fitted mass as a function of its momentum in $\Upsilon(4S)$ rest frame for data and Monte Carlo. The curves show the fit result with a function described in the text. The shaded band shows the PDG value.

Figure 6.46: The mass difference $m(D_{s}^{(*)}) - m(D^+)$ as function of center-of-mass momentum obtained with Monte Carlo and data. The $\chi^2$/nDof of the fit with a straight line are 33.4/22 and 15.2/23, respectively.

- The fit of $\phi\pi$ invariant mass (including all momentum of the candidates) gives $\Delta m = 98.4 \pm 0.1$ MeV/c$^2$. This is consistent with $\Delta m = 98.4 \pm 0.1$ MeV/c$^2$ obtained from the fit $\Delta m$ as a function of momentum.

- The comparison of mass difference deduced from the value of the fit parameter $p_1$ is used to determine the systematic uncertainty. The parameters $p_1^{D_{s}^{(*)}}$ and $p_1^{D^+}$ are obtained from the fit of the $D_{s}^{(*)}$ and $D^+$ mass as a function of the momentum, respectively. We define $\Delta m(p_1) = p_1^{D_{s}^{(*)}} - p_1^{D^+}$. It is important to say that this procedure gives a very conservative result, since $\Delta m^{MC}(p_1)$ gives a wrong value for Monte Carlo. The $\Delta m$ obtained with data deviates from $98.4 \pm 0.1$ by $+0.5 \pm 0.2$ MeV/c$^2$, while in Monte Carlo it is lower than generated value by $-0.3 \pm 0.1$ MeV/c$^2$. Thus the error weighted average of 0.3 MeV/c$^2$ is attributed to the systematic uncertainty.

Therefore, the measured mass difference is

$$m(D_{s}^{(*)}) - m(D^+) = 98.4 \pm 0.1 \pm 0.3 \text{ MeV/c}^2.$$  \hspace{1cm} (6.21)

The first error is statistical, while the second one accounts for the systematic uncertainties. This result is consistent with PDG value of 99.2$\pm$0.5 MeV/c$^2$ \cite{pdg}. 

6.8 Summary

The branching fractions for the inclusive $B \to D_{s}^{(*)+}X$ production have been determined:

$$\mathcal{B}(B \to D_{s}^{+}X) = (10.93 \pm 0.19 \pm 0.58 \pm 2.73)\%$$

(6.22)

and

$$\mathcal{B}(B \to D_{s}^{(*)+}X) = (7.94 \pm 0.82 \pm 0.72 \pm 1.99)\%.$$  

(6.23)

The production cross sections for $D_{s}^{(*)+}$ from continuum events at center-of-mass energies about 40 MeV below the $\Upsilon(4S)$ mass are

$$\sigma(e^+e^- \to D_{s}^{(*)+}X) \times \mathcal{B}(D_{s}^{(*)+} \to \phi\pi^+) = 7.55 \pm 0.20 \pm 0.34 \text{ pb}$$

(6.24)

and

$$\sigma(e^+e^- \to D_{s}^{(*)\pm}X) \times \mathcal{B}(D_{s}^{(*)\pm} \to \phi\pi^+) = 5.79 \pm 0.66 \pm 0.50 \text{ pb}.$$  

(6.25)

The study of different fragmentation functions was done for the $D_{s}^{(*)+}$ momentum spectrum produced from $\phi\Upsilon$ continuum events. It was found that the Anderson function provides the best parameterization of the hadronization process. Using this function, the vector to pseudoscalar plus vector production ratio is determined:

$$P_v = \frac{V}{V+P} = 0.75 \pm 0.02 \pm 0.05$$

(6.26)

where the first error is statistical and the second is due to systematics.

The measurements of $B \to D_{s}^{(*)+}X$ and the $D_{s}^{(*)+}$ production cross section from continuum events are the first of the kind. Our results for $D_{s}^{+}$ are in agreement with previous measurements [55, 56]. However, the precision of the measurements presented here represents a significant improvement. In contrast to previous measurements, the measured values do not rely on any assumptions regarding the shape of the fragmentation function. From the fit of the $D_{s}^{(*)+}$ momentum spectrum, the fraction of two-body $B \to D_{s}^{(*)+}\overline{D}^{(*)}$ decays compared to the total production of inclusive $D_{s}^{+}$ is $(46.4 \pm 1.3 \pm 1.4 \pm 0.6)\%$. The fraction of $B \to D_{s}^{(*)}\overline{D}^{(*)}$ decays compared to the total production of inclusive $D_{s}^{(*)+}$ is $(53.3 \pm 3.7 \pm 3.1 \pm 2.1)\%$. The last error on the values quoted above is due to the model dependence. Combining these results, we obtain

$$\Sigma \mathcal{B}(B \to D_{s}^{(*)+}\overline{D}^{(*)}) = (5.07 \pm 0.14 \pm 0.30 \pm 1.27)\%,$$

(6.27)

$$\Sigma \mathcal{B}(B \to D_{s}^{(*)}\overline{D}^{(*)}) = (4.1 \pm 0.2 \pm 0.4 \pm 1.0)\%.$$  

(6.28)

Finally, the mass difference

$$m(D_{s}^{+}) - m(D^{+}) = 98.4 \pm 0.1 \pm 0.3 \text{ MeV/c}^2,$$

(6.29)

has been measured. The first error is statistical while the second one accounts for the systematic uncertainties.
Chapter 7

The $B^0 \to D_s^{(*)+} D^{*-}$ Decays

7.1 Signal Extraction

The $B^0 \to D_s^{(*)+} D^{*-}$ decays are reconstructed partially using the three $D_s^+$ decay channels: $D_s^+ \to \phi \pi^+$, $D_s^+ \to K^0 S K^+$ and $D_s^+ \to K^0 D^0$. Fully reconstructed $D_s^{(*)+}$ candidates satisfying the selection criteria described in section 5.3, are then combined with an oppositely charged soft pion. Finally, to derive the missing mass (section 4.5.2) recoiling against the $D_s^{(*)+}-\pi$ system is derived assuming both particles are produced from a single $B$ decay. The $D_s^+ (D_s^{*+})$ candidates are selected requiring the measured invariant mass ($\Delta M = M_{D_s^+}-M_{D_s^*}$) to be within 3 (2.5) standard deviations ($\sigma$) of the fitted peak value. Since the momentum of the soft pion in the $T(4S)$ frame lies in the region between 50 MeV/c and 210 MeV/c, there are no specific requirements for the number of hits produced in the drift chamber in order to maximize the reconstruction efficiency.

Due to the high combinatorial background in the $\Delta M$ distribution, one may find several $D_s^{*+}$ candidates in one event. Therefore, the following $\chi^2$

$$\chi^2 = \left( \frac{M_{\phi,K^*,K_s}^{rec} - M_{\phi,K^*,K_s}^{mean}}{\sigma_{\phi,K^*,K_s}} \right)^2 + \left( \frac{M_{D_s}^{rec} - M_{D_s}^{mean}}{\sigma_{D_s}} \right)^2 + \left( \frac{M_{\Delta m}^{rec} - M_{\Delta m}^{mean}}{\sigma_{\Delta m}} \right)^2$$  \hspace{1cm} (7.1)

is calculated for each $D_s^{*+}$ candidate. Only the candidate with the lowest $\chi^2$ is accepted. The good discriminant quantity against the continuum is the event shape variable $R_2 = H_2/H_0$. It is defined as the ratio of the second to zeroth order Fox-Wolfram moment [57] and is computed using all the charged tracks and neutral clusters in the event. To discriminate the $B\bar{B}$ events from the $q\bar{q}$ continuum, $R_2$ is required to be less than 0.35.

The missing mass distributions for the $D_s^+ - \pi$ and $D_s^{*+} - \pi$ combinations obtained from the data are shown in Figs. 7.1–7.6. The distributions for each of the three $D_s^+$
Figure 7.1: The missing mass distribution for $D_s^+ - \pi$ ($D_s^+ \rightarrow \phi \pi^+$). The result of the fit described in the text is overlaid.

Figure 7.2: The missing mass distribution for $D_s^+ - \pi$ ($D_s^+ \rightarrow \phi \pi^+$). The result of the fit described in the text is overlaid.

Figure 7.3: The missing mass distribution for $D_s^+ - \pi$ ($D_s^+ \rightarrow \bar{K}^0 K^+$). The result of the fit described in the text is overlaid.

Figure 7.4: The missing mass distribution for $D_s^{*+} - \pi$ ($D_s^{*+} \rightarrow \bar{K}^0 K^+$). The result of the fit described in the text is overlaid.
7.1. Signal Extraction

Figure 7.5: The missing mass distribution for the $D_s^+ - \pi$ ($D_s^+ \rightarrow \overline{K}^0 K^+$). The result of the fit described in the text is overlaid.

<table>
<thead>
<tr>
<th></th>
<th>$D_s^+ \rightarrow \phi\pi^+$</th>
<th>$D_s^+ \rightarrow \overline{K}^0 K^+$</th>
<th>$D_s^+ \rightarrow \overline{K}^0 K^+$</th>
<th>Sum</th>
</tr>
</thead>
<tbody>
<tr>
<td>$D_s^+ - \pi$</td>
<td>$1057 \pm 80$</td>
<td>$2073 \pm 151$</td>
<td>$509 \pm 80$</td>
<td>3704 $\pm$ 232</td>
</tr>
<tr>
<td>$D_s^{*+} - \pi$</td>
<td>$390 \pm 48$</td>
<td>$867 \pm 80$</td>
<td>$229 \pm 39$</td>
<td>1493 $\pm$ 95</td>
</tr>
</tbody>
</table>

Table 7.1: The Number of signal events observed for the $D_s^{(*)+} - \pi$ system with $D_s^+$ identified in three different channels.

decay modes are shown separately. Clear peaks for the recoil $D^0$ mass are observed. As it will be shown later, no peak is observed in the same distributions for same charge $D_s^{(*)+} - \pi$ pair combinations. The $D^0$ signal is fitted with a Gaussian distribution. For the background, a function

$$f_B(x) = \frac{c_1(x_0 - x)^{c_2}}{c_3 + (x_0 - x)^{c_2}}$$

(7.2)

is used, where the three parameters $c_i$ are left free in the fit, $x$ is the calculated missing mass, and $x_0$ is the end point defined as $M_{D^*} - M_s = 1.871$ GeV/$c^2$. The number of signal events obtained from the maximum log likelihood fit of the missing mass distributions are summarized in Table 7.1.
7.2 Background Study

7.2.1 Peaking Backgrounds

In order to estimate the signal efficiency for a given set of selection criteria, a number of signal $B^0 \to D_s^{(*)+} D^{*-}$ events have been generated and passed through the full detector simulation. It is based on the GEANT-3 [58] package which is commonly used for the detector simulations.

Both the slow pion and the soft photon reconstruction efficiency depends on momentum. However, the momentum distributions depend on the polarization. Therefore, the reconstruction efficiency of the $B^0 \to D_s^{(*)+} D^{*-}$ decay mode depends on polarization. In particular, the generator code allows one to generate the proper kinematics for pseudoscalar to vector-pseudoscalar and vector-vector decays, with a possibility to select individual helicity amplitudes in the latter case. Three different Monte Carlo samples (with a longitudinal (L), transverse (T) and measured (M) (section 7.5) polarization) were generated in a simulation cycle called Simulation Production #3 (SP3). The reconstruction efficiency of the $B^0 \to D_s^{(*)+} D^{*-}$ decay is studied separately for the longitudinal and transverse polarizations and then are propagated to the measured value. The sample with the measured polarization is used as a cross check. The missing mass distributions for the $B^0 \to D_s^{(*)+} D^{*-}$ obtained from the Monte Carlo

![Missing Mass Distributions](image)

Figure 7.7: The missing mass distribution for the $D_s^+ - \pi$ (left) and $D_s^{(*)+} - \pi$ (right) systems obtained from the Monte Carlo sample. Three different $D_s^+$ modes are shown separately. The $B^0 \to D_s^{(*)+} D^{*-}$ signal is generated according to the measured polarization.
simulation are shown in Fig. 7.7. As expected, these distributions peak at the $D^0$ mass.

However, there are two sources of background which also peak at the $D^0$ mass:

- **Cross Feed:** Although the soft photon from $D_{s}^{*+} \rightarrow D_{s}^{+}\gamma$ decay is not reconstructed, the $B^0 \rightarrow D_{s}^{*+} D^{*-}$ decay mode leads to an enhancement at the end of the missing mass spectrum, when the $D_{s}^{+} - \pi$ system is considered. Similarly, the $B^0 \rightarrow D_{s}^{+} D^{*-}$ decay may lead to an enhancement at the $D^0$ missing mass when the $D_{s}^{*+} - \pi$ system is studied. This is due to the accidental addition of a photon to the $D_{s}^{+}$.

- **Self-Cross Feed:** Wrongly reconstructed $D_{s}^{*+}$ obtained by a combination of a true $D_{s}^{+}$ and a fake photon can also produce an enhancement at the missing $D^0$ mass if the $B^0 \rightarrow D_{s}^{*+} D^{*-}$ decay occurs. This type of background takes place only for the $D_{s}^{*+} - \pi$ system.

The study of the peaking background is performed using the Monte Carlo signal events. Table 7.2 presents the reconstruction efficiency for the $B^0 \rightarrow D_{s}^{*+} D^{*-}$ decay mode and for the $B^0 \rightarrow D_{s}^{*+} D^{*-}$ cross feed which contributes in the signal region of

![Figure 7.8: The missing mass distribution for $B^0 \rightarrow D_{s}^{*+} D^{*-}$ decay mode obtained from Monte Carlo simulation. Different gamma selections are used: (a) all photon candidates, (b) $E^* > 0.1$ GeV, (c) exclude photons having a $\pi^0$ overlap, (d) exclude photons having a $\pi^0$ overlap and $E^* > 0.1$ GeV cut. The hatched histogram shows the self-cross Feed.](image-url)
the $D_s^+ - \pi$ missing mass. The signal region is defined as $M_{\text{miss}} > 1.86 \text{GeV}/c$. Fig 7.8 shows the missing mass distribution for the different photon selection criteria. The self-cross feed is shown as a hatched histogram. One can see clearly that the level of the peaking background depends on the selection criteria of the soft photon. Table 7.3 presents the reconstruction efficiencies for the $B^0 \rightarrow D_s^{(*)}D^{*-}$ mode. It also shows the fraction of $B^0 \rightarrow D_s^+D^{*-}$ and $B^0 \rightarrow D_s^{(*)}D^{*-}$ events contributing into the signal region either due to cross feed or self-cross feed. One can conclude, that not only the self-cross feed but also the cross feed from the $B^0 \rightarrow D_s^+D^{*-}$ mode is diminished when tighter cuts are applied to the photon candidate.

### 7.2.2 Non-Peaking Background

Several types of backgrounds contribute in the signal region:

1. Fake $D_s^{(*)+}$ and a random pion (for example coming from the other $B$).
2. Fake $D_s^{(*)+}$ and a correlated pion (for example coming from the same $B$).
3. True $D_s^{(*)+}$ and a random pion.
4. True $D_s^{(*)+}$ and a correlated pion.

Table 7.4 shows the different types of backgrounds and the method which is used to determine their level. Background types (1)+(3) are obtained by flipping the $D_s^{(*)+}$ direction. Background types (1)+(2) are extracted using the sidebands of the $D_s^{(*)+}$ mass distribution. The side-band regions are defined as $1.89 < M_{D_s^+} < 1.95$ and $1.985 < M_{D_s^+} < 2.05 \text{GeV}/c^2$ for the $D_s^+ - \pi$ system, and $170 < \Delta M_{D_s^+} < 300 \text{MeV}/c^2$.

<table>
<thead>
<tr>
<th>Generated mode</th>
<th>$D_s^+ - \pi$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$GTL + 2GTVL$</td>
</tr>
<tr>
<td>$B^0 \rightarrow D_s^+D^{*-}$</td>
<td>28.0 ± 1.1%</td>
</tr>
<tr>
<td>$B^0 \rightarrow D_s^{(<em>)+}D^{</em>-}$ (M)</td>
<td>10.9 ± 0.7%</td>
</tr>
<tr>
<td>$B^0 \rightarrow D_s^{(<em>)+}D^{</em>-}$ (L)</td>
<td>11.1 ± 0.4%</td>
</tr>
<tr>
<td>$B^0 \rightarrow D_s^{(<em>)+}D^{</em>-}$ (T)</td>
<td>12.8 ± 0.4%</td>
</tr>
</tbody>
</table>

Table 7.2: The reconstruction efficiency for the $B^0 \rightarrow D_s^{(*)+}D^{*-}$ ( $D_s^+ \rightarrow \phi\pi^+$ ) decay mode. The $B^0 \rightarrow D_s^{(*)+}D^{*-}$ cross feed efficiency is shown for the different polarization.
for the $D_s^{*-} - \pi$ one. By using the side-bands and flipping the $D_s^{(*)+}$ direction, we find the contribution of the background type (1). Therefore the difference between the distributions for flip and no flip $D_s^{(*)+}$ direction for the side-bands gives the type (2) and thus it is possible to find the contribution of the background types (1)+(2)+(3) Figs. 7.9, 7.10 show the missing mass distribution for the $D_s^{+} - \pi$ and $D_s^{*-} - \pi$ systems and the background obtained with the method described above. The remaining part type (4) is very small and extracted from the simulation.

The method with the “flipping” technique is used as a validation test of the simulation. It shows that the Monte Carlo simulation is an appropriate way to study the background, whenever the “flipping” technique is used for the background definition, the contribution of background type (4) is added by using the simulation.

### 7.2.3 Monte Carlo Simulation of the Backgrounds

The generated Monte Carlo sample used for the study of the background, includes $B\bar{B}$ ($B^0\bar{B}^0$ and $B^+ B^-$) events and continuum $c\bar{c}$ and $uds$ events. The number of simulated $B\bar{B}$ events is normalized according to the recorded data sample using the $B$-counting procedure. The $c\bar{c}$ and $uds$ events are added according to their cross sections [26]

<table>
<thead>
<tr>
<th>Generated mode</th>
<th>$D_s^{*-} - \pi$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>GTL+2GTVL</td>
</tr>
<tr>
<td></td>
<td>$E_\gamma &gt;0$ no $\pi^0$ veto</td>
</tr>
<tr>
<td>$B^0 \rightarrow D_s^{+} D^{*-}$</td>
<td>7.5 ± 0.6%</td>
</tr>
<tr>
<td>$B^0 \rightarrow D_s^{+} D^{*-}$ (M)</td>
<td>13.7 ± 0.8%</td>
</tr>
<tr>
<td>SelfCrossFeed</td>
<td>5.4 ± 0.5%</td>
</tr>
<tr>
<td>$B^0 \rightarrow D_s^{+} D^{*-}$ (L)</td>
<td>14.4 ± 0.4%</td>
</tr>
<tr>
<td>SelfCrossFeed</td>
<td>5.8 ± 0.3%</td>
</tr>
<tr>
<td>$B^0 \rightarrow D_s^{+} D^{*-}$ (T)</td>
<td>13.7 ± 0.4%</td>
</tr>
<tr>
<td>SelfCrossFeed</td>
<td>5.7 ± 0.3%</td>
</tr>
</tbody>
</table>

Table 7.3: The reconstruction efficiency for the $B^0 \rightarrow D_s^{+} D^{*-}$ ($D_s^{+} \rightarrow \phi \pi^+$) decay mode. The self-cross feed as well as the $B^0 \rightarrow D_s^{+} D^{*-}$ cross feed efficiencies are shown for the different polarization.
Table 7.4: The different data samples which can be used to determine the background in the $D^0$ signal region.

<table>
<thead>
<tr>
<th>Background</th>
<th>Flip $D_s^{(*)+}$</th>
<th>Side-bands</th>
<th>Side-bands flip $D_s^{(*)+}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Fake $D_s^{(*)+}$ + random $\pi$</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>2. Fake $D_s^{(*)+}$ + correlated $\pi$</td>
<td></td>
<td></td>
<td>x</td>
</tr>
<tr>
<td>3. True $D_s^{(*)+}$ + random $\pi$</td>
<td>x</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4. True $D_s^{(*)+}$ + correlated $\pi$</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 7.9: The missing mass distribution for the $D_s^{(*)+} - \pi$ system obtained for the sum of three $D_s^+$ decay channels. The hatched histogram corresponds to the combinatorial background which includes the types (1), (2) and (3) as described in the text.

Figure 7.10: The missing mass distribution for the $D_s^{(*)+} - \pi$ system obtained for the sum of three $D_s^+$ decay channels. The hatched histogram corresponds to the combinatorial background which includes the types (1), (2) and (3) as described in the text.

presented in Table 7.5. Fig. 7.11 shows the missing mass distributions for data and Monte Carlo. The tight and loose selection of the soft photon for the $D_s^{(*)+} - \pi$ system are shown separately. The different background contributions of the missing mass spectrum are also plotted as hatched histograms. One can see, that the dominant contribution arises from the $B\bar{B}$ events. The enhancement at the end of the missing mass spectrum for the $D_s^{(*)+} - \pi$ system is visible in the background distribution. It
7.2. Background Study

<table>
<thead>
<tr>
<th>$e^+e^- \rightarrow$</th>
<th>Cross section (nb)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$b\bar{b}$</td>
<td>1.05</td>
</tr>
<tr>
<td>$c\bar{c}$</td>
<td>1.30</td>
</tr>
<tr>
<td>$s\bar{s}$</td>
<td>0.35</td>
</tr>
<tr>
<td>$u\bar{u}$</td>
<td>1.39</td>
</tr>
<tr>
<td>$d\bar{d}$</td>
<td>0.35</td>
</tr>
</tbody>
</table>

Table 7.5: Production cross sections at $\sqrt{s} = M(Y(4S))$.

is due to the self-cross feed and the $B^0 \rightarrow D_s^{(*)+}D^{*-}$ cross feed. The contribution from the $B^0 \rightarrow D_s^{(*)+}D^{*-}$ cross feed is excluded for the $D_s^{(*)+} - \pi$ spectrum.

The $D_s^{(*)+} - \pi$ missing mass spectra obtained from the data sample are used as a control sample for the validation of the simulated background. The comparison of the data and the Monte Carlo simulation is performed for different combinations of $D_s^{(*)+} - \pi$ candidate pairs: the $D_s^{(*)+}$ signal region, the $D_s^{(*)+}$ side-band region (SB), the same (wrong) sign $D_s^{(*)+} - \pi$ combinations (WS) with the $D_s^{(*)+}$ mass in the signal and side-band region. Figs 7.12- 7.14 show these comparisons.

The combination of a true $D_s^{(*)+}$ candidate originated from any of the $B^0 \rightarrow D_s^{(*)+}D^{*-}$ channels with a fake photon is also present in the side-band region of the $\Delta M$. Therefore, the side-band distribution for the $D_s^{(*)+} - \pi$ system has a peak in the signal region due to the self-cross feed and the $B^0 \rightarrow D_s^{(*)+}D^{*-}$ cross feed. In order to quantify how well the Monte Carlo represents the data, the ratio (Data-Monte Carlo)/(Monte Carlo) is plotted for each histogram. The resulting histograms are then fitted with a straight line. Table 7.6 shows the values obtained from the fits. The missing mass region from 1.78 to 1.87 GeV/c$^2$ is fitted for all distributions, except the signal sample, where the fit is performed in the range excluding the signal region (from 1.78 to 1.85 GeV/c$^2$). Since the Monte Carlo simulation reproduces reasonably well both the shape and the absolute level for the missing mass spectra in the various types of combinations, one can conclude that the Monte Carlo describes well the background in the signal region.

A comparison of the background obtained by the combination of the flipped $D_s^{(*)+}$ and $D_s^{(*)+}$ side-band distributions with the overall background extracted from the Monte Carlo allows one to estimate the remaining contribution of type (4) (a true $D_s^{(*)+}$ and a fake pion). We find $2.1 \pm 2.2\%$ and $10.8 \pm 2.8\%$ for the $D_s^{(*)+} - \pi$ and $D_s^{(*)+} - \pi$ system, respectively. The combinatorial background in the $\Delta M$ spectrum is biased toward the $D_s^{(*)+}$ signal peak due to the selection of the best $D_s^{(*)+}$ candidate. It is important to note that since the combinatorial background in the $\Delta M$ distribution is not flat, it
Figure 7.11: The missing mass distribution for the (a) $D^{+}_s - \pi$, (b) $D^{*+}_s - \pi$ (no $\pi^0$ overlap, $E^*_\gamma > 0$) (c) $D^{*+}_s - \pi$ ($\pi^0$ overlap, $E^*_\gamma > 0.1$ GeV) for data (dots) and Monte Carlo (histogram). The contributions from the $B\overline{B}$, $c\bar{c}$ and $uds$ are shown separately.
Figure 7.12: The missing mass distribution for the $D_s^+ - \pi$ system for data (dots) and Monte Carlo (histogram) for five combinations: (a) $D_s^+$ side-band region, (b) same sign combination for the $D_s^+$ signal region, (c) same sign combination for the $D_s^+$ side-band region, (d) flip $D_s^+$ direction for the $D_s^+$ signal region, (e) flip $D_s^+$ direction for the $D_s^+$ side-band region. The result of the fit using Eq.7.2 is overlaid.
Figure 7.13: The missing mass distribution for the $D^+_s - \pi$ system for data (dots) and Monte Carlo (histogram) No $\pi^0$ overlap and $E_{\gamma}^* > 0$ are required. The following five combinations are shown: (a) $D^+_s$ side-band region, (b) same sign combination for the $D^+_s$ signal region, (c) same sign combination for the $D^+_s$ side-band region, (d) flip $D^+_s$ direction for the $D^+_s$ signal region, (e) flip $D^+_s$ direction for the $D^+_s$ side-band region. The result of the fit using Eq.7.2 is overlaid.
Figure 7.14: The missing mass distribution for the $D_{s}^{*+} - \pi$ system for data (dots) and Monte Carlo (histogram) where $\pi^0$ overlap and $E_{\gamma} > 0.1 \text{ GeV}$ are required. The following five combinations are shown: (a) $D_{s}^{*+}$ side-band region, (b) same sign combination for the $D_{s}^{*+}$ signal region, (c) same sign combination for the $D_{s}^{*+}$ side-band region, (d) flip $D_{s}^{*+}$ direction for the $D_{s}^{*+}$ signal region, (e) flip $D_{s}^{*+}$ direction for the $D_{s}^{*+}$ side-band region. The result of the fit using Eq.7.2 is overlaid.
Table 7.6: Average (Data-Monte Carlo)/(Monte Carlo) for the different $D_s^{(*)+} - \pi$ combinations. The notations WS and SB mean a wrong sign combination and a side-band region, respectively.

is difficult to normalize properly the side-band to the signal distributions. Therefore, the extracted difference for the $D_s^{(*)+} - \pi$ missing mass may include the effect due to a wrong normalization, while it should not for the $D_s^{(*)+} - \pi$. This might explain why the observed difference is consistent with zero for the $D_s^{(*)+} - \pi$ while it is not for the $D_s^{(*)+} - \pi$ system.

7.3 The $B^0 \rightarrow D_s^{(*)+}D^{*-}$ Decay Rates

In the case of absence of peaking backgrounds due to the (self) cross feed, the branching fractions can be calculated as

$$B(B^0 \rightarrow D_s^{(*)+}D^{*-}) = \frac{1}{N_{B\overline{B}}} \frac{N_{D_s^{(*)+}D^{*-}}}{B(D^{*-} \rightarrow D^0\pi^-) \sum \epsilon_i B_i}$$

(7.3)

where $N_{B\overline{B}}$ is the number of produced $B\overline{B}$ pairs, $N_{D_s^{(*)+}D^{*-}}$ is the number of the observed signal events, $B_i$ is the branching fraction of the $i$th $D_s^{(*)+}$ decay mode, and $\epsilon_i$ is the $B^0 \rightarrow D_s^{(*)+}D^{*-}$ reconstruction efficiency for the $i$th $D_s^{(*)+}$ decay channel. In case of peaking background the formula is more complicated. One may write

*Equal production of charged and neutral $B$ mesons is assumed
7.3. The $B^0 \to D_s^{(*)+}D^{-}$ Decay Rates

\[
\begin{align*}
N_1 &= N_0 (\epsilon_{11} B_1 + \epsilon_{12} B_2) \\
N_2 &= N_0 [\epsilon_{21} B_1 + (\epsilon_{22} B(D_s^{(*)+} \to D_s^{(*)+}\gamma) + \epsilon') B_2],
\end{align*}
\]

where $N_1$, $N_2$ are the number of the signal events for the $D_s^{(*)+} - \pi$ and $D_s^{(*)+} - \pi$ systems, respectively, $B_1$, $B_2$ are the branching fractions of $B^0 \to D_s^{(*)+}D^{-}$ and $B^0 \to D_s^{(*)+}D^{-}$, respectively, $\epsilon_{ij}$ are elements of the efficiency matrix where the signal efficiency is diagonal elements while the cross feed efficiency is non-diagonal, $\epsilon'$ is an efficiency of the self-cross feed, and $N_0 = N_{B\bar{B}} B(D^{(*)+} \to D^0\pi^-) \sum \epsilon_i B_i$, where $\epsilon_i$ is the $D_s^{(*)+}$ reconstruction efficiency relatively to the $D_s^{(*)+} \to \phi\pi^+$ decay mode. From the equations above one has

\[
\begin{align*}
B_1 &= \frac{N_2 \epsilon_{12} - N_1 \tilde{\epsilon}_{22}}{N_0 \Delta} \\
B_2 &= \frac{N_1 \epsilon_{21} - N_2 \epsilon_{11}}{N_0 \Delta}
\end{align*}
\]

where

\[
\tilde{\epsilon}_{22} = \epsilon_{22} B(D_s^{(*)+} \to D_s^{(*)+}\gamma) + \epsilon'
\]

\[
\Delta = \epsilon_{12} \epsilon_{21} - \epsilon_{11} \epsilon_{22}
\]

With our selection criteria the efficiency matrix obtained from the Monte Carlo simulation (Table 7.7) is

\[
\epsilon = \begin{pmatrix}
23.6 \pm 1.0 & 9.7 \pm 0.4 \\
1.7 \pm 0.3 & 7.2 \pm 0.4
\end{pmatrix}
\]

As a cross check of the stability of the result, the branching fractions of the $B^0 \to D_s^{(*)+}D^{-}$ decay modes for different track and photon selection criteria are calculated. They are presented in Table 7.8 using the $D_s^{(*)+} \to \phi\pi^+$ mode. While the reconstruction efficiency can vary by as much as a factor two, the obtained results are consistent with each other within the statistical errors.

Using three $D_s^{(*)+}$ decay channels, the $B^0 \to D_s^{(*)+}D^{-}$ branching fractions corrected for the tracking and particle identification are determined to be

\[
\begin{align*}
\mathcal{B}(B^0 \to D_s^{(*)+}D^-) &= (1.03 \pm 0.14 \pm 0.14 \pm 0.26)\% , \\
\mathcal{B}(B^0 \to D_s^{(*)+}D^-) &= (1.97 \pm 0.15 \pm 0.28 \pm 0.49)\% , \\
\Sigma \mathcal{B}(B^0 \to D_s^{(*)+}D^{-}) &= (3.00 \pm 0.19 \pm 0.38 \pm 0.75)\% ,
\end{align*}
\]

where the first error is statistical, the second is systematic and the third error, which is dominant, is due to the $D_s^{(*)+} \to \phi\pi^+$ branching ratio uncertainty. Table 7.9 presents
Table 7.7: Efficiencies for the partially reconstructed $B^0 \to D_s^{(*)+}D^{*-}$ decay modes. The columns show the contribution of the different modes to the $D_s^+ - \pi$ and $D_s^{*+} - \pi$ missing mass distributions in the signal region.

<table>
<thead>
<tr>
<th>Generated mode</th>
<th>Reconstructed mode</th>
</tr>
</thead>
<tbody>
<tr>
<td>$B^0 \to D_s^+D^*$</td>
<td>$D_s^+ - \pi$</td>
</tr>
<tr>
<td>$B^0 \to D_s^{(<em>)+}D^{</em>-}$ (L)</td>
<td>23.6 ± 1.0%</td>
</tr>
<tr>
<td>$B^0 \to D_s^{(<em>)+}D^{</em>-}$ (T)</td>
<td>9.0 ± 0.3%</td>
</tr>
<tr>
<td>Self-Cross Feed</td>
<td>1.6 ± 0.1%</td>
</tr>
</tbody>
</table>

Table 7.8: $B^0 \to D_s^{(*)+}D^{*-}$ ($D_s^+ \to \phi\pi^+$) branching fractions in percent obtained with different track and photon selection criteria. Both tracking and neutral reconstruction as well as particle identification corrections are applied. Only statistical error is shown.

<table>
<thead>
<tr>
<th>Mode</th>
<th>GTL+2GTVL</th>
<th>3 GTL</th>
<th>3 GTL</th>
<th>3 GTL</th>
<th>3 GTL</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E_\gamma^* &gt; 0$</td>
<td>$E_\gamma^* &gt; 0$</td>
<td>$E_\gamma^* &gt; 0.1$</td>
<td>$E_\gamma^* &gt; 0$</td>
<td>$E_\gamma^* &gt; 0.1$</td>
<td></td>
</tr>
<tr>
<td>no $\pi^0$ veto</td>
<td>no $\pi^0$ veto</td>
<td>no $\pi^0$ veto</td>
<td>$\pi^0$ veto</td>
<td>$\pi^0$ veto</td>
<td></td>
</tr>
<tr>
<td>$B^0 \to D_s^+D^{*-}$</td>
<td>1.13 ± 0.19</td>
<td>1.11 ± 0.17</td>
<td>1.07 ± 0.16</td>
<td>1.09 ± 0.18</td>
<td>1.10 ± 0.18</td>
</tr>
<tr>
<td>$B^0 \to D_s^{<em>+}D^{</em>-}$</td>
<td>1.76 ± 0.21</td>
<td>1.65 ± 0.19</td>
<td>1.75 ± 0.15</td>
<td>1.79 ± 0.29</td>
<td>1.75 ± 0.27</td>
</tr>
</tbody>
</table>

The measured branching fractions for each $D_s^+$ decay mode and their average. An additional systematic error due to the uncertainty of the branching fraction relative to the $D_s^+ \to \phi\pi^+$ mode is shown separately for the $D_s^+ \to K^0\bar{K}^+$ and $D_s^+ \to \bar{K}^0K^+$ decay modes.

### 7.4 Systematic Errors

The various contributions to the systematic error are summarized in Table 7.10. In particularly, they include:

- The uncertainty due to the non-peaking background subtraction. To evaluate
### 7.4. Systematic Errors

<table>
<thead>
<tr>
<th>Mode</th>
<th>$D_s^+ \to \phi\pi^+$</th>
<th>$D_s^+ \to \bar{K}^0 K^+$</th>
<th>$D_s^+ \to K^0 K^+$</th>
<th>Average</th>
</tr>
</thead>
<tbody>
<tr>
<td>$B^0 \to D_s^{<em>+} D^{</em>-}$</td>
<td>$1.10 \pm 0.18$</td>
<td>$1.07 \pm 0.18 \pm 0.11$</td>
<td>$0.68 \pm 0.26 \pm 0.17$</td>
<td>$1.03 \pm 0.14 \pm 0.11$</td>
</tr>
<tr>
<td>$B^0 \to D_s^{<em>+} D^{</em>-}$</td>
<td>$1.75 \pm 0.27$</td>
<td>$2.20 \pm 0.24 \pm 0.23$</td>
<td>$1.65 \pm 0.35 \pm 0.41$</td>
<td>$1.97 \pm 0.15 \pm 0.20$</td>
</tr>
</tbody>
</table>

Table 7.9: $B^0 \to D_s^{(*)+} D^{*-}$ branching fractions in percent obtained for each $D_s^+$ mode. Both tracking and neutral reconstruction as well as particle identification corrections are applied. The first error is statistical, the second is due to the relative branching fraction uncertainty.

<table>
<thead>
<tr>
<th>Source</th>
<th>Error (%)</th>
<th>$B^0 \to D_s^{<em>+} D^{</em>-}$</th>
<th>$B^0 \to D_s^{<em>+} D^{</em>-}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Background subtraction</td>
<td>3.2</td>
<td>3.2</td>
<td></td>
</tr>
<tr>
<td>Monte Carlo statistics</td>
<td>4.2</td>
<td>6.0</td>
<td></td>
</tr>
<tr>
<td>Polarization uncertainty</td>
<td>0.8</td>
<td>0.5</td>
<td></td>
</tr>
<tr>
<td>Cross Feed</td>
<td>3.2</td>
<td>2.4</td>
<td></td>
</tr>
<tr>
<td>Total yield</td>
<td>6.2</td>
<td>7.2</td>
<td></td>
</tr>
<tr>
<td>$N_{B\bar{B}}$</td>
<td>1.6</td>
<td>1.6</td>
<td></td>
</tr>
<tr>
<td>$B(\phi \to K^+ K^-)$</td>
<td>1.6</td>
<td>1.6</td>
<td></td>
</tr>
<tr>
<td>Particle identification</td>
<td>1.0</td>
<td>1.0</td>
<td></td>
</tr>
<tr>
<td>Tracking efficiency</td>
<td>3.6</td>
<td>3.6</td>
<td></td>
</tr>
<tr>
<td>Soft pion efficiency</td>
<td>2.0</td>
<td>2.0</td>
<td></td>
</tr>
<tr>
<td>Relative branchings</td>
<td>10.2</td>
<td>10.2</td>
<td></td>
</tr>
<tr>
<td>$B(D_s^{*+} \to D_s^{+} \gamma)$</td>
<td></td>
<td>2.7</td>
<td></td>
</tr>
<tr>
<td>Photon efficiency</td>
<td>1.3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\pi^0$ veto</td>
<td></td>
<td>2.7</td>
<td></td>
</tr>
<tr>
<td>Systematic error</td>
<td>11.7</td>
<td>12.3</td>
<td></td>
</tr>
<tr>
<td>Total systematic error</td>
<td>13.2</td>
<td>14.3</td>
<td></td>
</tr>
</tbody>
</table>

Table 7.10: Systematic errors for $B(B^0 \to D_s^{(*)+} D^{*-})$. 

this, the number of the signal events is obtained assuming different background definitions. The extracted signal yield from the fit is compared with the one obtained by counting the number of events in the histogram after subtracting bin-by-bin the background determined from the Monte Carlo simulation and from the “flipping” technique. Using this method, the systematic error due to a possible deviation of the signal shape from a Gaussian is included.

- A variation of the detection efficiency of the $B^0 \to D_s^{(*)+} D^{*-}$ mode contributing to both the $D_s^+ - \pi$ and the $D_s^{(*)+} - \pi$ missing mass is determined by varying within $1\sigma$ the measured polarization. It gives the systematic error due to polarization uncertainty.

- The uncertainty of the cross feed efficiency due to the limited Monte Carlo statistic. Since the sum of the self-cross feed and detection efficiency actually contributes to the calculated branching fraction of the $B^0 \to D_s^{(*)+} D^{*-}$ mode, the systematic error due to this type of background vanishes.

- One of the dominant systematic errors is associated with the uncertainty of the detection efficiency of charged tracks. It is accounted in the following manner. The tracking efficiency error of 1.2% per track is assumed for the decay chain $D_s^+ \to \phi \pi^+$, $\phi \to K^+ K^-$. An additional 1.6% is added in quadrature for the slow pion from $D^{(*)+} \to D^0 \pi^+$, bringing the total systematic error for the slow pion to 2%. This arises because the tracking efficiency diminishes sharply at low momentum. The tracking errors are added linearly except for the additional 1.6% for the slow pion.

- The dominant systematic error is due to the $D_s^+ \to \bar{K}^0 K^+$ and $D_s^+ \to \bar{K}^0 K^+$ branching fractions uncertainty relative to the $D_s^+ \to \phi \pi^+$ mode. In the present analysis the rates $(0.95 \pm 0.10)\%$ and $(1.01 \pm 0.25)\%$ are used, respectively [8].

7.5 Polarization Measurement

7.5.1 $B^0 \to D_s^{(*)+} D^{*-}$ Angular Distributions

The angular distribution of $B^0 \to D_s^{(*)+} D^{*-}$ decay can be described by three angles: the helicity angle of the soft photon $\theta_\gamma$, the helicity angle of the slow pion $\theta_\pi$, and the transversity angle $\phi_{tr}$. The $\theta_\gamma$ is defined as the angle in the $D_s^+$ rest frame between the direction of the gamma and the $D^{*-}$ direction. The $\theta_\pi$ is the angle in the $D^{*-}$ rest frame between the direction of the pion and the $D_s^+$ direction. The $\phi_{tr}$ is the angle between the decay planes of $D_s^{(*)+}$ and $D^{*-}$ in the $B$ rest frame. Since the $B$ meson is a spin-zero particle, and its daughters $D_s^{(*)+}$ and $D^{*-}$ are spin-one particles, they must have equal helicities ($\lambda$) in the rest frames. Using the helicity formalism [59],
the final state of the pseudoscalar meson decay into two vector mesons is a coherent superposition of three possible helicity states where both $D_{s}^{+}$ and $D^{-}$ are in helicity 0 states (longitudinal polarization), both in helicity +1 state and both in helicity -1 state (transverse polarization). Using the angles defined above the amplitude $A(B^{0} \to D_{s}^{+}D^{-})$ can be expressed in terms of $D$-functions:

$$
\sum_{\alpha = \pm 1} |A|^2 = \left| \sum_{\alpha = \pm 1} \sum_{\lambda = \pm 1, 0} D_{\lambda 0}^{s+} D_{\lambda 0}^{s-} H_{\lambda} \right|^2 \propto \sum_{\alpha = \pm 1} \left| \sum_{\lambda = \pm 1, 0} e^{i \phi_{\nu}} d_{\lambda 0}^{s+}(\theta_{\pi}) d_{\lambda 0}^{s-}(\theta_{\gamma}) H_{\lambda} \right|^2
$$

(7.12)

where $\alpha$ accounts for the allowed helicities of the real photon from $D_{s}^{+}$. Using the definition of $D$-functions the angular distribution can be written as

$$
\frac{9}{32 \pi} \left| H_{0} \cos \theta_{\pi} \sin \theta_{\gamma} + H_{+} \sin \theta_{\pi} \frac{1 + \cos \theta_{\pi}}{2} e^{i \phi_{\nu}} + H_{-} \sin \theta_{\pi} \frac{1 - \cos \theta_{\pi}}{2} e^{-i \phi_{\nu}} \right|^2

+ \frac{9}{32 \pi} \left| H_{0} \cos \theta_{\pi} \sin \theta_{\gamma} + H_{+} \sin \theta_{\pi} \frac{1 - \cos \theta_{\pi}}{2} e^{i \phi_{\nu}} + H_{-} \sin \theta_{\pi} \frac{1 + \cos \theta_{\pi}}{2} e^{-i \phi_{\nu}} \right|^2
$$

(7.13)

where the complex amplitudes $H_{+}$, $H_{0}$ and $H_{-}$ represent the contribution of helicity +1, 0, -1 states. Integrating over the angle $\phi_{\nu}$, which can take values from 0 to $2\pi$, one obtains [26]

$$
\frac{d^{2} \Gamma}{d \cos \theta_{\pi} d \cos \theta_{\gamma}} \propto |H_{0}|^2 \cos^2 \theta_{\pi} \sin^2 \theta_{\gamma} + (|H_{+}|^2 + |H_{-}|^2) \sin^2 \theta_{\pi} \frac{1 + \cos^2 \theta_{\gamma}}{4}.
$$

(7.14)

The longitudinal and transverse polarizations are defined as

$$
R_{0} \equiv \frac{\Gamma_{L}}{\Gamma} = \frac{|H_{0}|^2}{|H_{0}|^2 + |H_{+}|^2 + |H_{-}|^2}, \quad \Gamma_{T} = \Gamma - \Gamma_{L}.
$$

(7.15)

Thus, two parameters $\theta_{\pi}$ and $\theta_{\gamma}$ are sufficient to determine the longitudinal polarization. Integrating Eq. 7.14 over $\cos \theta_{\gamma}$ on the one hand and over $\cos \theta_{\pi}$ on the other hand, the angular distributions for two projections are obtained:

$$
\frac{1}{\Gamma} d \Gamma = A \left( \cos^2 \theta_{\pi} + p \frac{\sin^2 \theta_{\pi}}{2} \right) = A \left( \cos^2 \theta_{\pi} + \frac{1 - R_{0}}{R_{0}} \frac{1 - \cos^2 \theta_{\pi}}{2} \right).
$$

(7.16)

$$
\frac{1}{\Gamma} d \Gamma = A \left( \frac{\sin^2 \theta_{\gamma}}{2} + p \frac{1 + \cos^2 \theta_{\gamma}}{4} \right) = A \left[ 2(1 - \cos^2 \theta_{\gamma}) + \frac{1 - R_{0}}{R_{0}} (1 + \cos^2 \theta_{\gamma}) \right]
$$

(7.17)
Figure 7.15: Angular distributions for the $B^0 \rightarrow D_s^{*+}D^{*-}$ generated events.

where

$$ p = \frac{\Gamma - \Gamma_L}{\Gamma_L} = 1 - \frac{R_0}{R_0}. $$  \hspace{1cm} (7.18) 

Indeed, using the generated $B^0 \rightarrow D_s^{*+}D^{*-}$ signal with longitudinal and transverse polarization, one observes the distributions shown in Fig 7.15 for $\cos \theta_\gamma$ and $\cos \theta_{\nu}$. Table 7.11 summarizes the functions which describes the helicity angles for these two extreme cases. Thus, weighting this functions according to $\Gamma_L$ and $\Gamma_T$ one can obtain the formula given in Eqs. 7.16, 7.17.

### 7.5.2 Extracting Angular Distributions

To reduce the contribution of the self-cross feed and the $B^0 \rightarrow D_s^{*+}D^{*-}$ cross feed to the signal peak, the measurement of the polarization in $B^0 \rightarrow D_s^{*+}D^{*-}$ decay is performed by requiring the tight selection for the soft photon: the photon candidate should not form a $\pi^0$, when combined with any other photon in the event, and its energy in the center-of-mass $E_\gamma > 0.1$ GeV.
7.5. Polarization Measurement

<table>
<thead>
<tr>
<th>Helicity angle</th>
<th>V polarization</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\theta_\pi$ (V $\rightarrow$ PP)</td>
<td>$\cos^2 \theta_\pi$, $\frac{1}{2} \sin^2 \theta_\pi$</td>
</tr>
<tr>
<td>$\theta_\gamma$ (V $\rightarrow$ VP)</td>
<td>$\frac{1}{2} \sin^2 \theta_\gamma$, $\frac{1}{3}(1 + \cos^2 \theta_\gamma)$</td>
</tr>
</tbody>
</table>

Table 7.11: The functions describing the longitudinal and the transverse polarization of the vector meson for the different types of decays.

The $D^{*+} - \pi$ events whose calculated missing mass is in the signal region ($M_{\text{miss}} > 1.86 \text{ GeV/c}^2$), are selected for the angular analysis. For each $D^{*+} - \pi$ candidate the helicity angles are calculated. Since the $D^0$ meson is not reconstructed, the only way to define $\theta_\pi$ and $\theta_\gamma$ is to fix its mass at the nominal value [8]. The two dimensional distribution ($\cos \theta_\gamma, \cos \theta_\pi$) is divided in five regions in each dimension. The resulting distribution is shown in Fig. 7.16

The same two angles are calculated for each background candidate found in the signal region. For the central value of the polarization, the background is obtained using the Monte Carlo $B\overline{B}$, $c\overline{c}$, $uds$ events. This allows us to include into the background sample both the self-cross feed and the $B^0 \rightarrow D^+_s D^{*-}$ cross feed events. The number of the background events as a function of the helicity angles scaled according to the data/Monte Carlo factor is presented in Table 7.13. As a cross check of the result, the background obtained using the $D^{*+}$ flipping and the side-bands technique is found. This technique also allows us to include into the background sample the self-cross feed and the $B^0 \rightarrow D^+_s D^{*-}$ cross feed events. The signal $B^0 \rightarrow D^{*+} D^{-}$ angular distribution are obtained by subtraction bin-by-bin the background events from the distribution found for all events in the signal region.

Since the detector is not an ideal device, its acceptance is not uniform. Therefore, the observed angular distributions need to be corrected for efficiency, which is a function of the helicity angles. Using the Monte Carlo signal events, generated with the longitudinal and transverse polarization separately, the reconstruction efficiency as a function of the angles $\theta_\pi$ and $\theta_\gamma$ is determined. Fig. 7.17 and Table 7.12 show the result for a two-dimensional efficiency mapping. The signal angular distributions are corrected bin-by-bin for the efficiency. The efficiency-corrected signal distribution is shown in Fig. 7.14.

The momentum of the photon in the laboratory frame depends on its helicity angle. The angle $\theta_\gamma$ close to zero ($\cos \theta_\gamma \approx 1$) corresponds to the photon direction which is opposite to the $D^{*+}$ boost. Therefore, the energy of the photon is minimal and hence the efficiency is the lowest for this angle.
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\begin{figure}
\centering
\includegraphics[width=0.5\textwidth]{figure7_16}
\caption{Number of events in the signal region as a function of the helicity angles $\theta_\pi$, $\theta_\gamma$.}
\end{figure}

\begin{figure}
\centering
\includegraphics[width=0.5\textwidth]{figure7_17}
\caption{Efficiency as a function of the helicity angles $\theta_\pi$, $\theta_\gamma$.}
\end{figure}

\begin{table}
\centering
\begin{tabular}{|c|c|c|c|c|c|}
\hline
$\cos \theta_\gamma$ & 1.0 & 2.2 ± 0.8 & 8.0 ± 1.7 & 4.4 ± 1.1 & 4.4 ± 1.1 & 6.1 ± 1.4 \\
\hline
0.6 & 11.4 ± 1.7 & 14.7 ± 2.5 & 17.0 ± 3.4 & 11.2 ± 1.9 & 8.2 ± 1.3 \\
\hline
0.2 & 12.4 ± 1.6 & 19.6 ± 2.9 & 19.7 ± 3.3 & 16.8 ± 2.5 & 14.9 ± 1.9 \\
\hline
-0.2 & 15.4 ± 1.9 & 19.5 ± 2.7 & 21.5 ± 3.4 & 19.0 ± 2.7 & 21.9 ± 2.5 \\
\hline
-0.6 & 17.4 ± 2.5 & 16.9 ± 2.5 & 26.4 ± 3.6 & 23.4 ± 3.2 & 20.2 ± 2.8 \\
\hline
\end{tabular}
\caption{Efficiency in percents as a function of the helicity angles $\theta_\pi$, $\theta_\gamma$.}
\end{table}

\subsection{7.5.3 Result and Systematic Errors}

Once the background level have been determined, a two-dimensional binned minimum-$\chi^2$ fit is applied for the signal distribution using Eq. 7.14. The resulting fit has a $\chi^2$ of 23.1 for 25 bins with 2 floating parameters. Fig 7.18 shows the data and the result of the fit as projections along $\cos \theta_\gamma$ and $\cos \theta_\pi$ axis. The fraction of a longitudinal
7.5. Polarization Measurement

\[
\begin{array}{cccccc}
\cos \theta_\gamma & 1.0 & 11.7 \pm 5.2 & 15.7 \pm 6.0 & 13.1 \pm 5.3 & 4.7 \pm 3.3 & 6.4 \pm 3.7 \\
0.6 & & 20.7 \pm 6.9 & 4.7 \pm 3.3 & 14.7 \pm 5.6 & 20.1 \pm 6.7 & 12.6 \pm 5.2 \\
0.2 & & 11.4 \pm 5.1 & 10.2 \pm 4.6 & 14.6 \pm 5.5 & 28.8 \pm 8.0 & 4.7 \pm 3.3 \\
-0.2 & & 10.3 \pm 4.6 & 18.1 \pm 6.4 & 17.7 \pm 6.3 & 10.3 \pm 4.6 & 8.1 \pm 4.0 \\
-0.6 & & 12.4 \pm 5.1 & 8.6 \pm 4.3 & 14.9 \pm 5.7 & 6.0 \pm 3.4 & 8.9 \pm 4.5 \\
-1.0 & & & -0.6 & -0.2 & 0.2 & 0.6 & 1.0 \\
\end{array}
\]

\[
\cos \theta_\pi
\]

Table 7.13: Number of the background events in the signal region as a function of the helicity angles \( \theta_\pi, \theta_\gamma \) obtained from the Monte Carlo simulation.

\[
\begin{array}{ccccccccc}
\cos \theta_\gamma & 1.0 & 289.0 \pm 325.7 & -21.5 \pm 89.3 & 90.4 \pm 159.6 & 234.1 \pm 130.0 & 174.2 \pm 100.8 \\
0.6 & & 107.3 \pm 80.5 & 171.8 \pm 52.3 & 60.3 \pm 46.9 & 88.2 \pm 79.7 & 249.1 \pm 104.3 \\
0.2 & & 206.7 \pm 69.7 & 193.0 \pm 51.8 & 129.3 \pm 49.0 & 96.6 \pm 64.9 & 276.9 \pm 61.2 \\
-0.2 & & 193.3 \pm 57.2 & 97.4 \pm 47.7 & 80.2 \pm 42.5 & 140.8 \pm 46.0 & 141.6 \pm 38.4 \\
-0.6 & & 129.3 \pm 49.6 & 144.1 \pm 48.2 & 83.7 \pm 34.0 & 89.9 \pm 30.0 & 64.6 \pm 33.7 \\
-1.0 & & & -0.6 & -0.2 & 0.2 & 0.6 & 1.0 \\
\end{array}
\]

\[
\cos \theta_\pi
\]

Table 7.14: Number of signal events as a function of \( \cos \theta_\gamma, \cos \theta_\pi \) efficiency-corrected.

polarization is determined to be

\[
\Gamma_L/\Gamma = 51.9 \pm 5.0 \pm 2.8\%.
\] (7.19)

where the first error is statistical, the second is systematic. The systematic error comes from our level of understanding of the background. To evaluate this error a different procedure for the background subtraction is used. The following procedure is applied to obtain the systematic errors listed in Table 7.15:

- The background subtraction error is due to the possible difference between the background level in the data and in the Monte Carlo. The variation of the fit
Figure 7.18: Projection of the number of events on the $\cos \theta_\pi$ and $\cos \theta_\nu$ axis. The result of the two-dimensional fit is overlaid. The background is obtained from the Monte Carlo simulation.

Figure 7.19: Projection of the number of events on the $\cos \theta_\pi$ and $\cos \theta_\nu$ axis. The result of the two-dimensional fit is overlaid. The background is obtained using the $D_\pi^+$ flipping and the side-bands technique.

<table>
<thead>
<tr>
<th>Source</th>
<th>$\sigma(\Gamma_L/\Gamma)$, %</th>
</tr>
</thead>
<tbody>
<tr>
<td>Background subtraction</td>
<td>0.48</td>
</tr>
<tr>
<td>Monte Carlo statistics</td>
<td>2.74</td>
</tr>
<tr>
<td>Particle identification</td>
<td>0.10</td>
</tr>
<tr>
<td>Tracking efficiency</td>
<td>0.46</td>
</tr>
<tr>
<td>Soft pion efficiency</td>
<td>0.16</td>
</tr>
<tr>
<td>Photon efficiency</td>
<td>0.12</td>
</tr>
<tr>
<td>$\pi^0$ veto</td>
<td>0.26</td>
</tr>
<tr>
<td>Total</td>
<td>2.84</td>
</tr>
</tbody>
</table>

Table 7.15: Systematic errors for $\Gamma_L/\Gamma$.

result by changing of the background level according to the average difference between data and Monte Carlo (see Table 7.6), is accounted as a systematic
7.6. Prospect for the $D_{s}^{+} \rightarrow \phi \pi^{+}$ Branching Fraction Measurement

error.

- Monte Carlo statistics is the error which accounts the efficiency uncertainty due to limited Monte Carlo statistics.
- Since the background is determined from the Monte Carlo simulation, the uncertainties between the data and the Monte Carlo such as tracking, photon, particle identification and $\pi^{0}$ overlap efficiencies are the sources of the systematic errors. The variation of the fit result by changing of the background level according to the corresponding errors (see Table 7.10), is assigned as the systematic error.

As a cross check, the fraction of the longitudinal polarization is extracted from the fit where the background is obtained using the $D_{s}^{+}$ flipping and the side-bands technique. One obtains

$$\Gamma_L/\Gamma = 49.9 \pm 4.7 \pm 3.5\%.$$  \hspace{1cm} (7.20)

Fig 7.19 shows the result of the fit as projections along cos $\theta_{\gamma}$ and cos $\theta_{\pi}$ axis. Additional systematic error of 2.1% is assumed due to knowledge of true $D_{s}^{+}$ + correlated $\pi$ background, which can not be extracted with this technique. As shown in section 7.2.3 using the generated $B\bar{B}$ and $q\bar{q}$ events, the fraction of this kind of background is determined to be 10.8 $\pm$ 2.8%. The error is defined from the fit by variation of the background level according to the fraction of the unmeasured type. As conclusion, this result is consistent within error with Eq. 7.19.

7.6 Prospect for the $D_{s}^{+} \rightarrow \phi \pi^{+}$ Branching Fraction Measurement

As shown, the uncertainty in the $D_{s}^{+} \rightarrow \phi \pi^{+}$ branching fraction is the dominant systematic error for all measurements of the branching fractions involving $D_{s}^{(*)+}$ mesons. The 1994 version of the Particle Data Book [60] lists $B( D_{s}^{+} \rightarrow \phi \pi^{+} ) = (3.5 \pm 0.4)\%$. However, this value is based mainly on measurements of $\Gamma(D_{s}^{*} \rightarrow \phi \pi^{+})/\Gamma(D_{s}^{+} \rightarrow \phi l^{+}\nu)$. This is done by assuming that $\Gamma(D_{s}^{*} \rightarrow \phi l^{+}\nu)$ and $\Gamma(D^{+} \rightarrow K^{*} l^{+}\nu)$ are equal up to a small theoretical corrections. The CLEO measurement [61] of the absolute branching fraction $(B( D_{s}^{+} \rightarrow \phi \pi^{+} ) = (3.6 \pm 0.9)\%)$ does not rely on this theoretical assumption. It is done using the partial reconstruction technique for the $B^{0} \rightarrow D_{s}^{+}D^{*-}$ decay mode. Indeed, this channel can be reconstructed partially in two different ways:

(1) The fully reconstructed $D^{*-}$ is associated with the soft photon from $D_{s}^{*+} \rightarrow D_{s}^{+}\gamma$ decay. In this case, the missing mass has to be peaked at $D_{s}^{+}$ mass if the decay $B^{0} \rightarrow D_{s}^{*+}D^{*-}$ indeed occurred. The measured yield is independent on the $D_{s}^{+} \rightarrow \phi \pi^{+}$ branching fraction.
(2) The fully reconstructed $D_s^{*+}$ is associated with the soft pion from $D^{*-} \rightarrow D^0 \pi^-$ decay. The missing mass is peaked at $D^0$ mass for the signal.

Combining the result from method (1) with the one obtained in the present analysis (2), one is able to extract the $D_s^+ \rightarrow \phi \pi^+$ branching fraction. One needs to note, that indeed the $D_s^+ \rightarrow \phi \pi^+$ branching fraction relatively to $D^0 \rightarrow K^- \pi^+$ is measured, which is much more precise.

### 7.7 Summary

The decays $B^0 \rightarrow D_s^+ D^{*-}$ and $B^0 \rightarrow D_s^{*+} D^{*-}$ have been observed using a partial reconstruction technique and the following branching fractions have been determined:

\[
B(B^0 \rightarrow D_s^+ D^{*-}) = (1.03 \pm 0.14 \pm 0.14 \pm 0.26)\% , \quad (7.21)
\]
\[
B(B^0 \rightarrow D_s^{*+} D^{*-}) = (1.97 \pm 0.15 \pm 0.28 \pm 0.49)\% , \quad (7.22)
\]
\[
\Sigma B(B^0 \rightarrow D_s^{(*)+} D^{*-}) = (3.00 \pm 0.19 \pm 0.38 \pm 0.75)\% , \quad (7.23)
\]

These values are consistent with the previous measurement presented in [55, 56]. From the angular analysis, the fraction of the longitudinal polarization in the $B^0 \rightarrow D_s^{*+} D^{*-}$ decay channel has been measured:

\[
\Gamma_L/\Gamma = 51.9 \pm 5.0 \pm 2.8\% . \quad (7.24)
\]

This result is consistent with the CLEO [54] measurement of $50.6 \pm 13.9 \pm 3.6\%$. 

Chapter 8

Comparison with Theory and Other Experiments

Let us first summarize the existing measurements of $B \rightarrow D_s^+ X$ branching fraction since 1987 ([8]) including the preliminary result for $B \rightarrow D_s^{(*)+} X$ obtained with the BABAR detector and presented at the XXXth International Conference on High Energy Physics in Osaka [62]. This result was obtained using 7.7 fb$^{-1}$ on-resonance and 1.2 fb$^{-1}$ off-resonance data samples.

The different measurements are shown in Fig. 8.1 using the same $D_s^+ \rightarrow \phi \pi^+$ branch-

![Graph showing BR(B(D_s^+ X), %)](image)

Figure 8.1: The inclusive $D_s^+$ branching fraction from $B$ decays obtained by different experiments. All values are normalized using $B(D_s^+ \rightarrow \phi \pi^+) = 3.6\%$. 
ing fraction $(3.6 \pm 0.9)\%$. The result obtained in this dissertation is consistent with the world average as well as the preliminary BABAR measurement. The dominant error in the CLEO and the preliminary BABAR results is due to the uncertainty in the tracking efficiency which is $2.5\%$ per track. This leads to $7.5\%$ per $D_s^+$ candidate. In the present measurement not only statistical but also systematic error have been improved. This allowed us significantly increase the overall precision about a factor 2.

The measurement of the $B \to D_s^{*+}X$ branching fraction has been obtained for the first time. This allowed us to measure the ratio

$$\frac{\mathcal{B}(B \to D_s^{*+}X)}{\mathcal{B}(B \to D_s^{+}X)} = 0.73 \pm 0.08 \pm 0.06$$

(8.1)

which is in a good agreement with the theoretical prediction $0.68$ obtained in [35].

The calculation of the relative rate of the sum of two-body modes $B \to D_{s}^{(*)+} \bar{D}^{(*)}$ presents some difficulties due to the uncertainty in the $b$-quark mass. Assuming factorization and $4.4 \leq m_b \leq 5.2 \text{GeV}/c^2$, reference [41] predicts

$$\frac{\sum \mathcal{B}(B \to D_{s}^{(*)+} \bar{D}^{(*)})}{\mathcal{B}(B \to D_{s}^{+}X)} = (70 \pm 20)\%.$$  

(8.2)

The measured value $(46.4 \pm 1.3 \pm 1.4 \pm 0.6)\%$ is consistent with this prediction.

Using the $D_{s}^{(*)+}$ momentum spectra produced from continuum events we find that the Andersson fragmentation function offers the best parameterization of the hadronization process. It was shown in [63] by measuring of the $D_{s}^{(*)+}$ momentum spectrum above $x_p > 0.44$, that the Andersson parameterization was better than the Peterson one. Several measurements of $P_V$ for charm and bottom mesons are presented in Table 8.1. Since all these results are made using different methodology and center-of-mass energies, it is difficult to make a direct comparison between them. One can note, that the measurements of $P_V(B)$ are rather consistent with the naive spin-counting expectation $(0.75)$ while the ones for $P_V(D_{s})$ give lower values. Our measurement of $P_V$ is consistent within errors with experiments at the $Z^0$ resonance and the spin-counting expectation. The result $P_V(D_s) = 0.77 \pm 0.09 \pm 0.05$ deviates from the CLEO measurement reported in [63] by $2.9\sigma$. The CLEO result has some model dependence since one needs to extrapolate the result for full momentum range.

Table 8.2 summarizes the theoretical predictions for some ratios of the branching fractions. They are compared with the results obtained in this dissertation. Although some of these ratios differ from the predictions by more than $2\sigma$, it is not yet possible
Table 8.1: Results of previous measurements of $P_V$ for heavy quark mesons at other experiments. The results obtained in this work are shown too. The CLEO result marked * is model dependent. The $P_V$ value is measured in the range $x_p > 0.44$ and than extrapolated to the all momentum range using some theoretical assumption.

to state whether the factorization approach does or does not describe the experimental data. It is important to continue the studies with higher statistics.

The longitudinal polarization as a function of $q^2$ is plotted in Fig. 8.2. It is compared with the existing measurements for $D^*\rho$, $D^*\rho'$, and $D_s^{*+}D^{*-}$. The measured fraction of a longitudinal polarization in $B^0 \rightarrow D_s^{*-}D^{*-}$ decay channel is $51.9 \pm 5.0 \pm 2.8\%$. It is in agreement with the CLEO measurement presented in [54] ($50.6 \pm 13.9 \pm 3.6\%$). Averaging both experiments one obtains

$$\frac{\Gamma_L}{\Gamma} = 51.7 \pm 5.3\%$$  \hspace{1cm} (8.3)

where the error represents the quadratic sum of the statistical and the systematic errors. This result is consistent with the theoretical prediction ($53.5 \pm 3.3\%$) assuming factorization, HQET, and the semileptonic form factor measurements [68].

In summary, all obtained results are consistent within errors with existing theoretical predictions and other experiments.
Table 8.2: Comparison with theoretical prediction assuming factorization.

<table>
<thead>
<tr>
<th></th>
<th>$\frac{B(B\rightarrow D_{s}^{+} D^{<em>})}{B(B\rightarrow D_{s}^{+} D^{</em>})}$</th>
<th>$\frac{B(B\rightarrow D_{s}^{+} D^{<em>})}{\Sigma B(B\rightarrow D_{s}^{(</em>)} D^{(*)})}$</th>
<th>$\frac{\Sigma B(B\rightarrow D_{s}^{(<em>)} D^{(</em>)})}{\Sigma B(B\rightarrow D_{s}^{(<em>)} D^{(</em>)})}$</th>
<th>$\frac{\Sigma B(B\rightarrow D_{s}^{(<em>)} D^{(</em>)})}{\Sigma B(B\rightarrow D_{s}^{(<em>)} D^{(</em>)})}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>BSW [28]</td>
<td>3.63</td>
<td>0.44</td>
<td>0.57</td>
<td>0.60</td>
</tr>
<tr>
<td>Rosner [29]</td>
<td>2.59</td>
<td>0.43</td>
<td>0.59</td>
<td>0.60</td>
</tr>
<tr>
<td>Neubert [31]</td>
<td>2.66</td>
<td>0.43</td>
<td>0.59</td>
<td>0.60</td>
</tr>
<tr>
<td>Neubert [31]</td>
<td>3.83</td>
<td>0.50</td>
<td>0.62</td>
<td>0.69</td>
</tr>
<tr>
<td>BABAR</td>
<td>1.91 ± 0.36</td>
<td>0.39 ± 0.06</td>
<td>0.59 ± 0.08</td>
<td>0.80 ± 0.08</td>
</tr>
</tbody>
</table>

Figure 8.2: Factorization prediction for the fraction of the longitudinal polarization for the decays involving two vector mesons as a function of $q^2$. Dots are experimental results obtained with the BABAR and CLEO detectors.
Chapter 9

Conclusion

The production of $D^{(*)+}_s$ at the $\Upsilon(4S)$ energy (or 40 MeV below) has been studied with the BABAR detector. The measurements of the $D^{(*)+}_s$ inclusive branching fractions and exclusive decays $B^0 \rightarrow D^{(*)+}_s D^{*-}$ have been performed. Table 9.1 summarizes the highlights of the studies described in this dissertation.

The following cross sections have been found for the continuum:

\[
\sigma(e^+e^- \rightarrow D^{\pm}_s X) B(D^+_s \rightarrow \phi \pi^+) = 7.55 \pm 0.20 \pm 0.34 \text{ pb}, \quad (9.1)
\]

\[
\sigma(e^+e^- \rightarrow D^{*\pm}_s X) B(D^+_s \rightarrow \phi \pi^+) = 5.79 \pm 0.66 \pm 0.50 \text{ pb}. \quad (9.2)
\]

Using the on-resonance data, the following inclusive branching fraction for the $B$ meson decays have been measured:

\[
B(B \rightarrow D^{+}_s X) = \left[ (10.93 \pm 0.19 \pm 0.58) \times \frac{3.6 \pm 0.9\%}{B(D^+_s \rightarrow \phi \pi^+)} \right] \% , \quad (9.3)
\]

\[
B(B \rightarrow D^{*+}_s X) = \left[ (7.9 \pm 0.8 \pm 0.7) \times \frac{3.6 \pm 0.9\%}{B(D^+_s \rightarrow \phi \pi^+)} \right] \% , \quad (9.4)
\]

From the fit of the momentum spectrum, fraction of two-body modes $B \rightarrow D^{(*)+}_s \overline{D}^{(*)}$ relative to the total $D^{+}_s$ inclusive rate is obtained:

\[
\frac{\Sigma B(B \rightarrow D^{(*)+}_s \overline{D}^{(*)})}{B(B \rightarrow D^{+}_s X)} = (46.4 \pm 1.3 \pm 1.4 \pm 0.6)\%. \quad (9.5)
\]

Using the $D^{*+}_s$ momentum spectrum, we find

\[
\frac{\Sigma B(B \rightarrow D^{*+}_s \overline{D}^{(*)})}{B(B \rightarrow D^{*+}_s X)} = (53.3 \pm 3.7 \pm 3.1 \pm 2.1)\%. \quad (9.6)
\]
Table 9.1: A summary of the analysis highlights. The relevant figures or tables with the corresponding pages, are shown.

From the fit of the $D_s^{(*)+}$ momentum spectrum, the sum of two-body modes is also determined:

\[
\Sigma B(B \to D_s^{(*)+} \bar{D}^{(*)-}) = \left[ (5.07 \pm 0.14 \pm 0.30) \times \frac{3.6 \pm 0.9\%}{B(D_s^+ \to \phi \pi^+)} \right] \%
\]  \hspace{1cm} (9.7)

\[
\Sigma B(B \to D_s^{(*)+} \bar{D}^{(*)-}) = \left[ (4.1 \pm 0.2 \pm 0.4) \times \frac{3.6 \pm 0.9\%}{B(D_s^+ \to \phi \pi^+)} \right] \%
\]  \hspace{1cm} (9.8)
have been measured. The mass difference

$$m(D_s^+) - m(D^+) = 98.4 \pm 0.1 \pm 0.3 \text{ MeV}/c^2,$$

(9.9)

where the first error is statistical, and the second is systematic, has been measured. The decays $B^0 \to D_s^+ D^{*-}$ and $B^0 \to D_s^{*+} D^{*-}$ have been observed using a partial reconstruction technique and the following branching fractions have been determined:

\begin{align*}
\mathcal{B}(B^0 \to D_s^+ D^{*-}) &= (1.03 \pm 0.14 \pm 0.14 \pm 0.26)\% , \\
\mathcal{B}(B^0 \to D_s^{*+} D^{*-}) &= (1.97 \pm 0.15 \pm 0.28 \pm 0.49)\% , \\
\sum \mathcal{B}(B^0 \to D_s^{(*)+} D^{*-}) &= (3.00 \pm 0.19 \pm 0.38 \pm 0.75)\% ,
\end{align*}

(9.10, 9.11, 9.12)

Using the angular analysis, the fraction of the longitudinal polarization in $B^0 \to D_s^{*+} D^{*-}$ decay channel has been extracted:

$$\Gamma_L/\Gamma = 51.9 \pm 5.0 \pm 2.8\%.$$  

(9.13)

This result is in a good agreement with the prediction using factorization $(53.5\pm3.3)\%$.

A comparison of the BABAR results reported in this dissertation with the ones from CLEO are shown in Table 9.2. Our results are in a good agreement with the existing measurements.
<table>
<thead>
<tr>
<th></th>
<th>BABAR</th>
<th>CLEO</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mathcal{B}(B \to D^+_s X)$, %</td>
<td>$10.93 \pm 0.19 \pm 0.58$</td>
<td>$11.77 \pm 0.38 \pm 0.86$</td>
</tr>
<tr>
<td>$\mathcal{B}(B \to D^{*+}_s X)$, %</td>
<td>$7.9 \pm 0.8 \pm 0.7$</td>
<td>—</td>
</tr>
<tr>
<td>$\Sigma \mathcal{B}(B \to D^{(<em>)}_s + D^{(</em>)} + D^{(*)})$, %</td>
<td>$5.07 \pm 0.14 \pm 0.30$</td>
<td>$5.38 \pm 0.22 \pm 0.54$</td>
</tr>
<tr>
<td>Fraction, %</td>
<td>$46.4 \pm 1.3 \pm 1.4 \pm 0.6$</td>
<td>$45.7 \pm 1.9 \pm 3.7 \pm 0.6$</td>
</tr>
<tr>
<td>$\Sigma \mathcal{B}(B \to D^{<em>+}_s + D^{(</em>)})$, %</td>
<td>$4.1 \pm 0.2 \pm 0.4$</td>
<td>—</td>
</tr>
<tr>
<td>Fraction, %</td>
<td>$53.3 \pm 3.7 \pm 3.1 \pm 2.1$</td>
<td>$—$</td>
</tr>
<tr>
<td>$\mathcal{B}(B^0 \to D^+_s D^{*-})$, %</td>
<td>$1.03 \pm 0.14 \pm 0.14$</td>
<td>$1.10 \pm 0.18 \pm 0.10$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$0.90 \pm 0.22 \pm 0.16^*$</td>
</tr>
<tr>
<td>$\mathcal{B}(B^0 \to D^{<em>+}_s D^{</em>-})$, %</td>
<td>$1.97 \pm 0.15 \pm 0.28$</td>
<td>$1.82 \pm 0.37 \pm 0.24$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$1.97 \pm 0.50 \pm 0.36^*$</td>
</tr>
<tr>
<td>$\Gamma_L/\Gamma$, %</td>
<td>$51.9 \pm 5.0 \pm 2.8$</td>
<td>$50.6 \pm 13.9 \pm 3.6$</td>
</tr>
</tbody>
</table>

Table 9.2: Comparison of the BABAR and CLEO results. $\mathcal{B}(D^+_s \to \phi \pi^+) = 3.6\%$ is used for normalization. The results marked by * were obtained using full $B$ meson reconstruction (see section 4.5.1).
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