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Abstract

The present thesis comprises two parts, the first of which deals with the analysis of data
recorded by the BESIII experiment at the symmetric electron-positron collider BEPCII
located in Beijing, China.
A data set of 1.31 ·109 recorded J/ψ events has been analyzed to study the radiative decay
J/ψ → γωω. Both ω mesons were reconstructed via their decay into π+π−π0. A clean
sample of 75245 ± 274 events was retained after the application of an event-based back-
ground subtraction method. Prominent enhancements located at the ωω mass threshold
and at the mass of the ηc(1S) are observed in the invariant mass spectrum of the ωω
system; no resonant structures are observed in the γω system. The selected data set was
subjected to a full partial wave analysis, for which two strategies were employed: A model
independent partial wave analysis in slices of the invariant ωω mass revealed that the ωω
system is dominated by pseudoscalar (0−+) contributions. This assignment also holds
for both enhancements discussed above. Additionally, significant scalar (0++) and tensor
(2++) contributions in the region below 2.3 GeV/c2 were found. Based on these results,
three main contributions were considered in a model dependent analysis, where the K-
matrix formalism was employed for the description of the decay dynamics. As the result
of an iterative approach, a good description of the data was achieved using parameteriza-
tions containing five poles for the pseudoscalar (η(1760), X(1835), η(2225), X(2500), ηc),
and two poles for each of the scalar (f0(1710), f0(2020)) and tensor (f2(1640), f2(1950))
contributions, respectively. The branching fraction for the decay J/ψ → γωω was deter-
mined to be B(J/ψ → γωω) = (2.50 ± 0.01stat ± 0.16syst) · 10−3. In a dedicated analysis
step, the branching fraction of the decay ηc → ωω was measured for the first time as a
part of this thesis and amounts to B(ηc → ωω) = (1.88±0.09stat.±0.17syst.±0.44ext.)·10−3.

In the second part, studies to facilitate the construction of the electromagnetic calorimeter
of the PANDA detector at the antiproton storage ring HESR are presented. The PANDA
experiment is to be built as a part of the future FAIR facility near Darmstadt, Germany.
The production of close-to-final sub-modules for the forward endcap of the calorimeter
is presented and the assembly of photodetector-preamplifier units is discussed. These
units are equipped with a Vacuum Photo Tetrode or two Avalanche Photo Diodes, each,
to detect scintillation light from lead tungstate crystals. The calorimeter modules were
tested during various test beam times with a prototype setup, utilizing electron and tagged
photon beams in the energy range between 23 and 15000 MeV. The energy resolution of
symmetric crystal matrices was determined to be σE

E = (2.41±0.02)%√
E[GeV ]

⊕ (0.86± 0.02)% from

the analysis of the test beam data.
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1 Introduction and Motivation

Important steps towards the understanding of the building blocks of matter undoubtedly
were the discovery of the electron by Thompson (1897), the first scattering experiments
by Rutherford et. al. (1911) and finally the discovery of the neutron by Chadwick (1932),
which led to a much deeper understanding of the structure of atoms. Together with
the modifications that Bohr added to the model, a theoretical description of atoms was
established. His findings led to the first theoretical description of the emission spectrum
of hydrogen, which was only empirically known before. With the help of quantum theory,
which evolved in the 1930s, the orbital model of atoms was established and finally the
behavior of chemical elements could be explained: The electromagnetic force that acts
between the positively charged protons in the atomic nuclei and the electrons in their shells
was identified to be responsible for the macroscopically visible behavior of the elements.
Since the atoms were no longer considered elementary particles, two questions quickly
evolved: Do electrons, protons and neutrons have an inner structure themselves? What
kind of force is responsible for keeping the neutrons and protons together on very small
distances in the atomic nucleus? While no experimental evidence for an inner structure
of the electron was found, more than a hundred new particles were discovered mainly by
accelerator based experiments from the 1950s on. The variety of different particles, called
hadrons (greek: hadrós, ”thick”), suggested that these were not elementary particles, but
had an inner structure themselves. In the 1970s Gell-Mann developed the so called quark
model, in which hadrons consist of three quarks (baryons as e.g. proton and neutron),
three antiquarks (antibaryons) or a quark and an antiquark (mesons). It was found that
quarks are bound together to form hadrons due to the strong interaction, which is also
responsible for binding protons and neutrons to atomic nuclei. However, many aspects
of the strong interaction are not yet understood. A successful tool to tackle the open
questions of hadron physics is the spectroscopical classification of hadrons, which is being
pursued until today.

Advanced detector systems as well as sophisticated analysis methods are necessary to
facilitate further progress in the field of hadron spectroscopy. Both fields are addressed
within the scope of this thesis: On the one hand a partial wave analysis of data recorded
by the BESIII experiment is discussed, while on the other hand hardware developments
for the future hadron physics experiment PANDA are presented. Before going into detail,
the fundamentals of hadron physics will be briefly introduced in the subsequent section.

1.1 The Standard Model of Particle Physics

The classification of the particles that were discovered - and especially their postulated
inner structure - was the first step towards the emerging Standard Model of Particle
Physics, which describes all elementary particles and the interactions between them in
a unified way. All particles that are point-like and thus do not have an inner structure are
considered to be elementary particles. In general elementary particles with half integer
spin (fermions), and those with integer spin (bosons) are distinguished. Twelve different
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fermions are included in the standard model, namely six quarks and six leptons. Each of
these two groups is sub-divided into three families. Additionally, for each of these twelve
particles an antiparticle exists, for which some properties are identical (mass, spin), while
e.g. the electrical charge is inverted. Table 1.1 lists the elementary particles and some of
their basic properties.

Apart from the electron, two other charged elementary leptons with prominently higher
mass were found. These are called muon and tauon; however both of these leptons are
unstable and decay into other leptons. The three remaining leptons are the uncharged,
extremely light and weakly interacting neutrinos (νe, νµ, ντ ), one of which is associated to
each charged lepton. Additionally to the properties given in Table 1.1, each lepton family
is assigned a lepton family number, which is conserved in all interactions described by the
standard model. Up to now, the only process which is known to violate the conservation
of the lepton family number is the neutrino oscillation.

Quarks appear in six different flavors, which are called up, down, charm, strange, top
and bottom. Similar to the classification scheme for leptons, three families can be defined
containing one positively and one negatively charged quark each. When considering charge
in connection with quarks, two features must be discussed: In constrast to the charged
leptons, quarks carry a fractional electric charge of +2

3e or −1
3e. Furthermore, each quark

carries a so called color charge, which can be either red, green or blue and in case of
antiquarks anti-red, anti-green or anti-blue, respectively. A unique feature of quarks is,
that they do not exist as isolated particles but are always bound in hadrons, a property
that is called the confinement. In fact, the phenomenon of confinement is not understood
yet and requires a further spectroscopical classification of hadrons.

Free particles are neutral regarding the color charge. Thus, in analogy to additive color
mixing, a meson always contains a quark carrying some specific color and an antiquark

Family Particle Electrical Color Flavor Mass [MeV/c2]

charge [e] charge

Leptons

1st e -1 - Le = +1 0,511

νe 0 - Le = +1 < 2 · 10−6

2nd µ -1 - Lµ = +1 105,66

νµ 0 - Lµ = +1 < 0,19

3rd τ -1 - Lτ = +1 1777

ντ 0 - Lτ = +1 < 18,2

Quarks

1st u +2
3 r,g,b I3 = +1

2 1,7-3,3

d −1
3 r,g,b I3 = −1

2 4,1-5,8

2nd c +2
3 r,g,b C = +1 1,27·103

s −1
3 r,g,b S = −1 101

3rd t +2
3 r,g,b T = +1 172·103

b −1
3 r,g,b B = −1 4,19·103

Table 1.1: Properties of the twelve elementary particles with half integer spin. The elec-
trical charge is given in units of e = 1,602 · 10−19 C [1].
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which carries the corresponding anticolor, while a baryon contains a quark of each color
and an antibaryon an antiquark of each anticolor.

1.1.1 Fundamental Interactions

Since the standard model is a relativistic quantum field theory, all interactions between
particles are described by the exchange of force-mediating particles, the gauge bosons.
According to the standard model the strong interaction is mediated by eight gluons which
themselves carry a color charge, the electromagnetic interaction, mediated by the photon
and the weak interaction which is mediated by the heavy W± and Z0 bosons. The grav-
itation is the last of the four fundamental forces of nature that are known today, which
is possibly mediated by a particle called the graviton, however this has not been exper-
imentally observed yet. The gravitation is not included in the standard model, since its
relative strength compared to the other three forces for elementary particles at a distance
of ∼ 10−15 m to each other is about 38 orders of magnitude smaller and thus can be
neglected.

Due to the fact that the photon is massless and a direct coupling between two photons is
not possible, the electromagnetic force acts on an infinite range. In contrast to that, the
range of the weak interaction is limited to very small distances, due to the non-zero mass
of its gauge bosons.

Despite these large differences between the interactions, Glashow, Weinberg and Salam
were able to present a unified theory of the electroweak interaction, for which they were
awarded the Nobel Prize in 1970. In this theory, gauge bosons that have a non-zero mass
(W±,Z0) can only be described with an additional scalar field, to which they couple, the
so-called Higgs field. The Higgs mechanism is also responsible for the generation of the
mass of all other elementary particles. A consequence of the presence of the Higgs field is
the existence of another observable elementary particle, the Higgs boson. In 2012, the two
collaborations ATLAS (A Toroidal LHC Apparatus) and CMS (Compact Muon Solenoid)
at the LHC (Large Hadron Collider) accelerator, located at the European nuclear research
center CERN, reported the discovery of a new boson with a significance of > 5σ, which is
assumed to be the long sought Higgs boson (Nobel Prize 2013). Its mass was determined
to be mH = (125.09± 0.24) GeV/c2 [1]. With this discovery, the last elementary particle
of the standard model was identified and the model is therefore completed.

In striking contrast to all other interactions, the gauge bosons of the strong interaction
can couple to other gluons since they themselves carry a color charge. Due to this kind
of gluon-gluon coupling, the range of the strong force is very limited, although gluons,
like photons, are massless particles. The theoretical framework to describe the structure
and dynamics of strongly interacting particles is called Quantum Chromodynamics. It is
largely inspired by the successful theory of Quantum Electrodynamics that was developed
to describe the electromagnetic interaction. When two electric charges are brought close
to each other, the force between them gets stronger, while for larger distances the force
weakens as 1/r. The force between two quarks shows the same behavior at small distances,
yet it unexpectedly gets stronger for larger distances. The 1/r-type behavior is replaced
with a linearly rising potential for distances larger than r0 ≈ 0.5 fm. The potential can be
parameterized by

V (r) = −4

3
· αs(r)~c

r
+ k · r with αs(Q

2) =
12π

(33− 2nf ) · ln(Q2/Λ2)
, (1.1)
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even a pure Coulomb potential, σ = 0, implies a non-vanishing σeff at finite t ≪ r.
Of course, the symmetry of the Wilson loop under interchange of r and t also implies
that no plateau in V (r, t) can be found, unless t ≫ r. For smeared Wilson loops, one
would still expect a similar 1/t2 approach (with a different coefficient) of σeff towards
the asymptotic limit, while effective masses, V (r, t), will approach V (r) exponentially
fast at any r.

4.7.2 The quenched potential

-4

-3

-2

-1

0

1

2

3

0.5 1 1.5 2 2.5 3

[V
(r)

-V
(r 0

)] 
r 0

r/r0

β = 6.0
β = 6.2
β = 6.4
Cornell

Figure 4.2: The quenched Wilson action SU(3) potential, normalised to V (r0) = 0.

In Figure 4.2, we display the quenched potential, obtained at three different β values
in units of r0 ≈ 0.5 fm from the data of Refs. [173, 29]. The lattice spacings, determined
from r0, correspond to a ≈ 0.094 fm, 0.069 fm and 0.051 fm, respectively. The curve
represents the Cornell parametrisation with e = 0.295. At small distances the data
points lie somewhat above the curve, indicating a weakening of the effective coupling
and, therefore, asymptotic freedom. We will discuss this observation later. All data
points for r > 4a collapse onto a universal curve, indicating that for β ≥ 6.0 the scaling
region is effectively reached for the static potential. Moreover, continuum rotational
symmetry is restored: in addition to on-axis separations, many off-axis distances of the
sources have been realised and the corresponding data points are well parameterised by
the Cornell fit for r > 0.6 r0. Prior to comparison between the potential at various β,
the additive self-energy contribution, associated with the static sources, that diverges
in the continuum limit has been removed. This is achieved by the parametrisation-
independent normalisation of the data to V (r0) = 0.

42

(a) (b)

Fig. 1.1: (a) Interaction potential of QCD in units of r0 ≈ 0.5 fm for the Cornell param-
eterization (red line) and Lattice QCD calculations with three different lattice
spacings (colored points). [2]
(b) Coupling constant of the strong interaction in dependence of the energy
scale Q for theoretical predictions (filled symbols, yellow band) and measure-
ments (open symbols) [3]

where nf is the number of quark flavors and Λ is a scale parameter that has been experi-
mentally determined to Λ ≈ 250 MeV/c2. The analytical form of the potential as well as
calculations from Lattice QCD are shown in Figure 1.1a. It should be stressed here, that
this is only an empirical parameterization of the effective potential and the true nature
of the potential is yet to be discovered. Equation (1.1) shows, that the coupling constant
of the strong interaction, αs, unlike the one known for the electromagnetic interaction
(αem = 1

137), depends heavily on the four-momentum transfer Q: For very large values
of Q (corresponding to small distances), the strong coupling constant gets very small and
the quarks can be regarded as quasi-free. This property is called asymptotic freedom of
the quarks and can be reached at very high energies with accelerators such as the LHC.
In this regime of QCD, perturbation theory (expansion in a small parameter) is applica-
ble, while for small Q the strong coupling constant gets larger (non-perturbative regime).
The behavior of αs in dependence on the momentum transfer Q is shown for theoretical
calculations as well as measurements in Figure 1.1b.

1.2 Hadron Spectroscopy

Applying the rules of QCD, many different hadrons consisting of quarks (and gluons) can
be imagined. One goal of hadron spectroscopy is, to identify and precisely characterize
these states and thus provide important tests for many aspects of QCD, especially in
the non-perturbative regime. The findings must be compared to fundamental approaches,
such as Lattice QCD calculations, or phenomenological expectations, e.g. from the ”naive”
quark model, QCD sum rules, and so on in order to verify or falsify a theoretical model.
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(a) (b)

Fig. 1.2: Nonets of the pseudoscalar (a) and vector mesons (b). The colored circles
represent the mesons and their quark content, depicted in a diagram showing
strangeness (y-axis) versus the third component of the isospin (x-axis). The
mesons that are located in the center of the diagrams contain a mixture of the
three quark-antiquark combinations given in the label, indicated by the white
diagonal line.

One distinguishes between mesons that are made up only of light quarks (up, down and
strange), and those containing at least one heavy (charm or bottom) quark. Since the mass
difference between the heavier quarks is quite large, it is easier to separate these states and
identify their quark content than in the sector of the light quark hadrons. Additionally,
the light states have similar masses and large widths, so that they largely overlap.

Mesons are usually classified using a spectroscopic notation, which contains information
about the most important quantum numbers that characterize them. The naming schemes
include the spin S of the quark-antiquark pair (0 or 1), the orbital angular momentum L
between the two constituents, a quantum number describing a possible radial excitation
n as well as the eigenvalues of the charge conjugation operator C = (−1)L+S and the
parity operator P = (−1)L+1. A state is either identified by the notation n2S+1LJ ,
or JPC , where the total spin is given by the vector sum ~J = ~L + ~S. Therefore, the
projection J is limited to the values given by |L− S| ≤ J ≤ |L+ S|. Additionally, states
can be distinguished by their quark content, where the number of up- and down-quarks
determines their isospin, while for all other quark flavors an own quantum number was
assigned (strangeness, charm, bottomness, topness). The spin-parity notation JPC will be
used throughout this thesis. Phenomenologically, in total nine different quark-antiquark
states can be constructed, when only the three light quark flavors are considered. The
nonets of the lightest mesons with L = 0, S = 0 and L = 0, S = 1 are shown in Figures
1.2a and 1.2b, respectively. These states are called pseudoscalar (0−+) and vector mesons
(1−−) and contain the π+, π−, π0 as well as the ω mesons that are important for the analysis
presented in the Chapters 3-5. Apart from the lightest mesons discussed up to now, many
more states have been found which are characterized by different quantum numbers as e.g.
higher spin, different parity, or which represent radial excitations of ground state mesons.

Due to the possibility of gluon-gluon interactions, the construction of exotic states that
contain gluonic degrees of freedom is allowed in the framework of QCD. In principle, ex-
otic states may carry conventional as well as exotic quantum numbers. The latter ones
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TABLE XXI: The final glueball spectrum in physical units.
In column 2, the first error is the statistical uncertainty com-
ing from the continuum extrapolation, the second one is the
1% uncertainty resulting from the approximate anisotropy.
In column 3, the first error comes from the combined uncer-
tainty of r0MG, the second from the uncertainty of r−1

0 =
410(20) MeV

JPC r0MG MG (MeV)
0++ 4.16(11)(4) 1710(50)(80)
2++ 5.83(5)(6) 2390(30)(120)
0−+ 6.25(6)(6) 2560(35)(120)
1+− 7.27(4)(7) 2980(30)(140)
2−+ 7.42(7)(7) 3040(40)(150)
3+− 8.79(3)(9) 3600(40)(170)
3++ 8.94(6)(9) 3670(50)(180)
1−− 9.34(4)(9) 3830(40)(190)
2−− 9.77(4)(10) 4010(45)(200)
3−− 10.25(4))(10) 4200(45)(200)
2+− 10.32(7)(10) 4230(50)(200)
0+− 11.66(7)(12) 4780(60)(230)

In the tensor channel, the glueball matrix element is
extrapolated to 1.0±0.2 GeV3 in the continuum, which is
the average of results of E and T2 channels. In the calcu-
lation, it is found that in the lattice spacing range we use,
the glueball mass and matrix elements are approximately
independent of the lattice spacing, this implies that the
lattice artifacts might be neglected here. If the renor-
malization constant ZT ≈ 0.52(15) of the tensor operator
does not change much in the range of lattice spacing and
applies to all the β values in this work, the renormalized
matrix element of tensor operator is 0.52 ± 0.19 GeV3,
which is in agreement with the prediction 0.35 GeV3 from
the tensor dominance model [17] and QCD sum rule [18]
for the tensor mass around 2.2 GeV.

VII. Conclusion

The glueball mass spectrum and glueball-to-vacuum
matrix elements are calculated on anisotropic lattices in
this work. The calculations are carried out at five lattice
spacings as’s which range from 0.22 fm to 0.10 fm. Due
to the implementation of the improved gauge action and
improved gluonic local operators, the lattice artifacts are
highly reduced. The finite volume effects are carefully
studied with the result that they can be neglected on the
lattices we used in this work.

As to the glueball spectrum, we have carried out cal-
culations similar to the previous work [4] on much larger
and finer lattices, so that the liability of the continuum
limit extrapolation is reinforced. Our results of the glue-

ball spectrum is summarized in Tab. XXI and Fig. 16.

After the non-perturbative renormalization of the local
gluonic operators, we finally get the matrix elements of
scalar(s), pseudoscalar(p), and tensor operator (t) with
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the results

s = 15.6 ± 3.2 (GeV)3

p = 8.6 ± 1.3 (GeV)3

t = 0.52 ± 0.19 (GeV)3, (62)

where the errors of s and t come mainly from the errors
of the renormalization constants ZS and ZT . The more
precise calculation of ZS and ZT will be carried out in
later work.
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Fig. 1.3: Mass spectrum of glueball states predicted from Lattice QCD calculations. The
vertical size of the boxes shows the uncertainty in the determined mass. The
x-axis is labeled with the PC quantum numbers.[4]

are defined as JPC combinations that can not be constructed for a quark-antiquark pair
considering the selection rules discussed above, such as 0−−, 0+−, 1−+, 2+−, and so on.
Particles that consist of quarks and antiquarks with additional ”valence”-gluons (qqg,...)
are called hybrids, whereas objects that are solely consisting of gluons are called glueballs
(ggg, gg, ...). The discovery of a particle with exotic quantum numbers would be a strong
indication for its exotic nature. It is however a long standing discussion in the field of
hadron physics, how glueballs that carry conventional JPC quantum numbers could be
experimentally identified and studied. The discovery of such states would be an enormous
achievement for the understanding of the non-perturbative regime of QCD and also a
strong argument for the correctness of this theory. Theoretical calculations in the non-
perturbative energy regime are in most cases limited to numerical lattice calculations.
These require large computing power and rely on a number of assumptions, e.g. on the
masses of the light quarks, to perform estimations based on an arbitrarily discretized
space-time grid. Despite these obstacles and limitations, several glueball-candidates have
been predicted by Lattice QCD calculations, especially in the mass range between 1.5 and
∼ 4 GeV/c2 [4]. The results of these calculations are shown in Figure 1.3. Since this mass
range is experimentally accessible for more than 50 years to date, the question arises, why
no glueballs have been unambiguously identified yet. One reason for this is that a large
number of the predicted glueball states carry non-exotic JPC quantum numbers, and thus
a clear, characteristic identification feature is missing. It is most important for a deeper
understanding of the nature of hadrons and the interaction between their constituents,
to finally classify all hadronic states. This does not only include the determination of
quantum numbers (JPC , I, ...), but also to study the production of hadrons in different
processes and to cover as many decay modes as possible. A full understanding of the spec-
trum of conventional light hadrons is therefore essential for the identification of possible
exotic states. This requires not only data sets with large statistics, but also sophisticated
analysis tools, so that overlapping and interfering contributions can be extracted from the
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observed intensity. The most sophisticated analysis tool at hand is a full partial wave
analysis, which allows for a decomposition of the observed intensity into contributions of
partial waves according to a model based on complex amplitudes (see Chapter 4).

In fact, glueball states might have shown up in the data of various experiments already, but
their interpretation and unambiguous spectroscopic classification has not yet succeeded.
Additionally, the expected states are located in a mass region, which is also populated
by a variety of conventional mesons, some of which are broad and therefore overlapping
states.

Likewise, also mesons containing heavier quarks have been spectroscopically analyzed. Of
particular importance are the charmonium mesons, consisting of a charm and an anticharm
quark, since they are suitable probes to investigate the transition region between the
long and short distance regimes of QCD. The charmonium system is spectroscopically
considered as a very clean environment. Two charmonia should be noted here, namely the
J/ψ meson, which has the quantum numbers JPC = 1−− and therefore can be directly
produced in e+e− annihilations via a virtual photon, and the ground state charmonium
meson, the ηc (JPC = 0−+). The analysis presented in the following chapters is based on
decays of the J/ψ. The ηc is one of the particles that is observed in its decay.

1.3 Motivation

1.3.1 Partial Wave Analysis of the Decay J/ψ → γωω at BESIII

It is an obvious feature, that glueballs should strongly couple to gluons and thus should be
produced to a larger fraction in QCD processes involving hard gluons, in contrast to e.g.
electromagnetic processes. Already shortly after its discovery, the decay of the lightest
vector charmonium state J/ψ was identified as a very rich environment for the study of
the light hadron spectrum. Especially so-called radiative decays of the J/ψ, which in first
order proceed via the diagram shown in the left part of Figure 1.4, are regarded as an
ideal ”laboratory” to search for states with gluonic excitations.

In this diagram, a photon is radiated off a quark line in the initial cc state. Two gluons
are produced in the cc annihilation, which then hadronize into the object X under study.
The right part of Figure 1.4 shows a diagram, where the photon is instead radiated off a
final state quark line. This process is however strongly suppressed.

Extensive studies of various radiative decay modes of the J/ψ have been performed, in-
cluding J/ψ → γX with X → V V , where V denotes any of the vector mesons ρ, ω or
φ. MARKII first observed a large enhancement at threshold in the J/ψ → γρρ channel
[6], which later was identified as a predominantly pseudoscalar structure by MARKIII [7].
A similar analysis was performed for the ωω channel, in which also a large pseudoscalar

Fig. 1.4: Lowest order diagrams for the radiative decay of the J/ψ. The radiative photon
is either emitted from the initial state (a) or final state (b) quark lines. The
latter is considered to be strongly suppressed [5].
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enhancement at threshold was observed by MARKIII [8]. The invariant mass of the ωω
system as well as the results of a spin-parity analysis considering seven JP waves by
MARKIII are displayed in Figure 1.5(a) and (b). Apart from the pseudoscalar enhance-
ment, significant activity is also observed in the scalar (0+) and tensor (2+) contributions.
These findings were first confirmed by the DM2 experiment [9] with lower statistics, where
also a spin-parity analysis was performed. Almost 20 years later the γωω decay of the
J/ψ was also analyzed by the BESII [10] experiment, where a first partial wave analysis
of the ωω system could be performed, the results of which are shown in Figure 1.6.

The enhancement at the ωω threshold was identified with the η(1760) meson, which is the
dominant contribution in the BESII result. Apart from this pseudoscalar contribution,
0++ as well as 2++ contributions were identified with the f0(1710), the f2(1640) and the
f2(1910) mesons. It is not clear, however, if the description of the threshold enhancement
with an η(1760) component is sufficient and holds, when a much larger data sample is
analyzed.

A similar near-threshold structure was also observed in the φφ system by DM2 [11] and
later by MARKIII [12]. The unexpected presence of these dominant, broad pseudoscalar
components in vector-vector systems, which was called the ”pseudoscalar puzzle” [13] in
the early days of accelerator based experiments, has not been satisfyingly explained up to
now. To achieve a full understanding of the light hadron sector, it is most likely necessary
to combine all information that are available and use the most advanced theoretical models
and analysis tools. For example, it could be considered, that the pseudoscalar enhancement
at threshold in the vector-vector systems, or at least a certain part of it, stems from a
resonance that is located below the corresponding V V threshold. This attempt has been
followed in a very early one-dimensional coupled channel analysis [13] using data from the
MARKIII experiment. The interpretations of the analysis results however suffer from the
comparably low statistics available in the MARKIII data set.

Another remarkable result is obtained by the Belle collaboration, where different V V
systems including the ωω channel were studied in the process of two-photon fusion1: Belle
reports an enhancement at threshold in the invariant ωω mass. A spin-parity analysis
leads to the conclusion, that the enhancement is dominated by scalar (0++) and tensor
(2++) contributions. This result blatantly contradicts the pseudoscalar character of the
threshold enhancement found in radiative decays of the J/ψ. This is of special interest,
since photons can not directly couple to gluons and thus resonances containing gluonic
degrees of freedom should be strongly suppressed in two-photon fusion.[14]

In order to obtain a better understanding of the contributions to the ωω system, the large
available BESIII data set (see Section 3.1) is used in Part I of this work and an exclusive
reconstruction of events of the topology J/ψ → γωω is performed. Both ω mesons are
reconstructed via their decay into π+π−π0 and both π0 mesons in two photons, respectively
(see Section 3.2). Different data- and Monte Carlo (MC) simulation-driven background
studies are performed, to estimate the background level present in the selected data set
(see Section 3.3). Due to the significant contamination of the selected sample by non-
resonant, signal-mimicking background contributions, a background suppression based on
probabilistic event weights is applied to the selected data set (see Section 3.4). After a
detailed discussion on the performance of the background suppression method, based on
studies employing toy MC samples (see Section 3.4.3), a model independent partial wave

1In the interaction region of an e+e− collider the two beam particles can both emit a photon when they
are passing by close to each other. When the two photons collide, a resonance can be created.
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(a) (b)

Fig. 1.5: Invariant mass distribution of the ωω system from the previous analysis of the
J/ψ → γωω decay. (a) shows the invariant mass for reconstructed data as well
as the background estimation (shaded band) in the upper, and B(J/ψ → ωω) vs.
the ωω mass in the lower diagram from the MARKIII analysis. The diagrams
in (b) show the results of the corresponding spin-parity analysis.[8]

L !
YN

i!1

P"xi# (2)

where P"xi# is the probability to produce event i charac-
terized by the measurement xi, which is the normalized
differential cross section:

P"xi# !
"d!d!#iR d!
d!d!

: (3)

The normalization integral
R d!
d!d! is done by the phase

space MC sample; the details are described in Ref. [27].
The free parameters are optimized by MINUIT [28].
Technically, rather than maximizing L, the S ! $ lnL is
minimized. In the minimization procedure, a change in log
likelihood of 0.5 represents a 1 standard deviation effect for
the one parameter case.

For the production of a pseudoscalar, only P waves are
allowed in both the radiative decay J= ! "X and the
hadronic decay X ! !!. For the production of a scalar,
both S and D waves are possible in both the radiative and
hadronic decays, but only the S wave is considered in the
fit. For the production of a 2% resonance, S waves in both
decays are considered, and two of three D waves in the
radiative decay and only one D wave in the hadronic
decay, corresponding to the lower overall spin of the !!
system, are considered. From the analysis of angular cor-
relations, it is found that the contributions from f0"1710#,
f2"1640#, and f2"1910# are very small, so the mass and
width of these resonances are fixed to PDG values, but the

amplitudes are allowed to vary in the fit. The mass and
width of the #"1760# are obtained from the optimization;
the mass and width are M ! 1744& 10 MeV=c2 and " !
244%24

$21 MeV=c2, where the errors are statistical. The final
global fit and the contributions of all resonances and back-
grounds are shown in Fig. 4.

Comparisons of angles of fit projections and data are
shown in Fig. 5. To determine the goodness of fit, a $2 is
calculated by comparing the data and fit projection histo-
grams, where $2 is defined as [27]

$2 !
XN

i!1

"ni $ vi#2
vi

(4)

and ni and vi are the number of events for data and the fit
projections in the ith bin of each figure, respectively. The
$2 and number of degrees of freedom (ndf) for the !!
invariant mass and the angle distributions are shown in
Table I, where the number of bins is taken as the number of
degrees of freedom. The values of $2=ndf are between 0.6
and 1.8, indicating good agreement between data and the
fit.

The numbers of events, detection efficiencies, and the
corresponding branching fractions for J= ! "X ! "!!
with intermediate resonances #"1760#, f0"1710#,
f2"1640#, and f2"1910# are shown in Table II, where the
errors are statistical errors only and the correlations be-
tween the different resonances are included. The magni-
tudes and phases of the partial amplitudes from the PWA
are used in the detection efficiency determination. Details
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FIG. 4. The 2"%%%$%0# invariant mass distribution for J= ! "!!. The points with error bars are data, the full histograms show
the projection of the maximum likelihood fit, and the dashed histograms show the contributions of each of the resonances and
background.
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Fig. 1.6: Invariant mass distribution of the ωω system from the analysis of the BESII
experiment (upper left plot) and the individual contributions of the result of a
partial wave analysis.
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analysis (PWA) in bins of the ωω mass is performed (see Section 4.7). The results of this
study are used as a guidance for a model dependent PWA, which is presented in Chapter
4.8.

It is noteworthy that none of the previous experiments was sensitive enough to observe a
signal of the ηc(1S) in its decay into an ω-meson pair. Although it was discovered already
in 1980, the properties of the ηc are still poorly known. Especially when considering the
data available on the branching fractions of different decay modes of the ηc, it becomes
obvious that this resonance is not fully understood yet. Several branching fractions listed
e.g. in [1] are only measured with large statistical and/or systematic errors. The observed
branching fractions sum up to only about 60%, meaning that major decay channels of
this resonance are yet unobserved. Several peculiarities also arise when the resonance
parameters of this meson are studied more closely. The observed mass and decay width
seem to vary by a large fraction from experiment to experiment, and also seem to be
dependent on the production and decay process in which they are observed. The mass
is of particular interest, since the ηc-J/ψ hyperfine splitting provides an important test
of theoretical predictions for the charmonium spectrum. The parameters reported in the
most recent summary of the PDG [1] are dominated by high statistics measurements,
while some of the earlier results are not taken into account for averaging any more, which
causes frequent changes in the listed values.

The decay of the ηc into a pair of ω mesons is of special interest for this analysis: Only
an upper limit for the branching fraction of this decay is listed by the PDG, although the
decay ηc → 2(π+π−)π0π0, which should implicitly also contain the ωω channel, has been
determined to be one of the strongest decay modes of the ηc.

Predictions for the branching fractions of the ηc into a pair of vector mesons have been
recently published [15]. However, the predicted branching fractions for the decay modes
ηc → φφ and ηc → ρρ are much smaller than those observed experimentally (see Table 1.2).
The predictions are based on NLO perturbative QCD calculations and for the first time
also include so-called higher-twist contributions. It was found that these contributions do
have a major impact on the branching fractions and lead to much larger values than what
was expected from pure perturbative QCD. However the effect is not strong enough to
explain the experimentally determined branching fractions.

In the analysis presented in this thesis a strong signal at the mass of the ηc(1S) meson
is observed in its decay into ωω. The extraction of the ηc resonance parameters and the

Decay mode Measurement Prediction

Γi/Γ Γi/Γ

ρρ (1.8± 0.5)% 2.0 · 10−4

φφ (1.75± 0.2) · 10−3 6.6 · 10−4

ωω < 3.1 · 10−3 (CL: 90%) 9.1 · 10−5

2(π+π−)π0π0 (17.4± 3.3)%

Table 1.2: Decay modes of the ηc and their corresponding branching fractions in terms of
relative partial widths Γi/Γ [1]. Theoretical predictions for the decay modes
ηc → V V with V ∈ {ρ, ω, φ} from [15] are shown.
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measurement of the branching fraction are discussed in detail in Chapter 5. With these
measurements the current knowledge of the ηc will be improved.

1.3.2 Developments for the PANDA Electromagnetic Calorimeter

Apart from radiative decays of charmonia, the antiproton-proton annihilation process is
known to be very gluon rich, which enables the study of exotic hadrons. Therefore, a
new hadron physics experiment is currently being planned to be set up at the Facility for
Antiproton and Ion Research (FAIR) near Darmstadt, Germany: The PANDA (AntiPro-
ton ANnihilations at DArmstadt) detector will be set up as a fixed target experiment
in the beam line of a synchrotron ring, which is to deliver an antiproton beam with
unprecedented momentum resolution. In contrast to the e+e− annihilation, where only
states carrying the quantum numbers JPC = 1−− can be produced directly, at PANDA
all states carrying non-exotic quantum numbers are directly accessible. To perform high
precision measurements the PANDA detector must provide excellent capabilities for the
reconstruction of charged and neutral final state particles. Therefore, an electromagnetic
calorimeter with an excellent energy resolution and a low energy threshold is one of the
key components of the detector. The forward endcap of the homogeneous crystal calorime-
ter, which is being constructed mainly at Ruhr-Universität Bochum, has to withstand the
highest expected single crystal hit rates and radiation doses due to the Lorentz-boost in a
fixed-target setup. After several tests have been performed in the past years, the first final
crystal-photodetector-preamplifier units have been built and are presented in Chapter 9.
Furthermore, calorimeter subunits were tested in a prototype setup at different accelerator
centers providing test beams with different energies with the goal to determine the energy
resolution of the calorimeter modules over the full PANDA energy range. The results of
the two most recent test beam times are reported in Sections 10.3 and 10.4.
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Part I

Partial Wave Analysis of the Decay
J/ψ → γωω at BESIII
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2 Experimental Setup

The data set used for this work has been recorded with the BESIII detector located at
the BEPCII electron-positron storage ring. Both, the detector and the accelerator will be
discussed in more detail in the following sections.

2.1 The BEPCII Accelerator

The Chinese Academy of Sciences successfully operated a symmetrical, single ring electron-
positron collider, called BEPC (Beijing Electron Positron Collider), in the years 1989 to
2004 at the Institute for High Energy Physics (IHEP) in Beijing, China. In the following
years (2004 - 2006) this collider was upgraded and its successor, BEPCII, was installed in
the same tunnel as BEPC. One major upgrade was the installation of a second beam pipe,
so that electrons and positrons circulate in separate beam pipes until they are brought to
collision at a defined point. The BESIII detector, which will be discussed in more detail
in Section 2.2, is surrounding this so called interaction point (IP). Due to the design of
the accelerator involving two distinct beam pipes, the electron and positron beams are
colliding inside the BESIII detector under a small angle of 2×11 mrad (see Fig. 2.1b) [16].
Electrons as well as positrons are first accelerated in the BEPC injector, a linear accelerator
with a length of 202 m, up to an energy of Ee±,inj = 1.89 − 2.5 GeV. The pre-accelerated
particles are then injected into the rings of BEPCII (see Fig. 2.1a). While the beam current
in BEPC was only 35 mA using a single particle bunch per beam, beams are circulating
in BEPCII at a design beam current of 910 mA, with 93 bunches per beam. These key
parameters are necessary to achieve the high design luminosity of L = 1 · 1033cm−2s−1 at
a beam energy of 1.89 GeV, as required for the BESIII physics program. A summary of
all relevant operational parameters of BEPC and BEPCII is given in Table 2.1.

(a) (b)

Fig. 2.1: Schematic view of the BEPCII facility (a) and the collider itself (b) (cf. [17])
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Parameter Unit BEPCII BEPC

Center of mass energy GeV 2− 4.6 2− 5

Circumference m 237.5 240.4

Peak luminosity (at 2× 1.89 GeV) cm−2s−1 ∼ 1033 ∼ 1031

Number of bunches − 2× 93 2× 1

Beam current A 2× 0.91 2× 0.035

Bunch spacing m/ns 2.4/8 −
Bunch length (σz) cm 1.5 ∼ 5

Bunch size (σx × σy) µm×µm ∼ 380× 5.7 ∼ 840× 37

Relative energy spread − 5 · 10−4 5 · 10−4

Crossing angle mrad ±11 −

Table 2.1: Operational parameters of BEPCII and BEPC (cf. [18])

2.2 The BESIII Detector

During the runtime of the BEPC accelerator, the original BES (BEijing Spectrometer)
detector recorded data from e+e− collisions produced at IHEP. In 1996 a major upgrade
of the detector hardware was performed and the so called BESII experiment continued
the successful data taking until its decommissioning in 2004, when BEPC was shut down.
In order to fully exploit the advantages of the high luminosity of the BEPCII collider, a
completely new detector utilizing advanced detector technology and knowledge gained with
its predecessors BES and BESII, was built. Only four years after the decommissioning
of BEPC and BESII, the BESIII detector recorded its first hadronic event from e+e−

collisions in July, 2008 [17]. Since this day a large number of events at different beam
energies have been recorded. An overview over the various BESIII data sets, and especially
the ones used for this work, will be given in Sections 2.2.7 and 3.1.

Similar to many other detectors in high energy particle physics, BESIII is a cylindrically
symmetrical detector, composed of various different subdetector systems. The goal is to
precisely measure the momentum and energy of particles created in the e+e− annihilations.
Additionally, the species of each particle must be identified. BESIII is equipped with a
large solenoid magnet, which produces a 1 T magnetic field. Charged particles are forced
onto curved tracks by this field, so that positively charged, negatively charged and neutral
particles can be distinguished. Furthermore, the momentum of charged particles can be
derived from the curvature of their tracks. The magnet coil and its iron flux return
yoke are the mechanical core components of the detector (see Fig. 2.2: ”SC-coil”). All
subdetector systems apart from the muon counters, which are inserted into the layers of
the iron flux return, are mounted inside the solenoid coil. In order to provide precisely
focused beams exactly in the center of the detector, where positrons and electrons collide,
two superconducting quadrupole magnets are placed as close as possible to the IP. The
coils of these magnets are surrounding the beryllium beam pipe and are inserted into
the volume of the BESIII detector, situated just outside the conically shaped end caps
of the innermost detectors (see Fig. 2.2: ”SCQ”). The main characteristics of the single
subdetector systems will be explained in the following.
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Abb. 2.2: Schematische Zeichnung des BESIII-Detektors [11]

das zur Rückführung des Magnetfeldes dient, und zur Detektion von Myonen von Resistive Plate
Chambers (RPC) durchzogen ist. In Abbildung 2.2 ist zu erkennen, dass der Bereich, den das
Eisenjoch mit den RPCs im Äußeren des Detektors einnimmt, den größten Teil des BESIII-
Volumens ausmacht. Das Gewicht des Eisenjochs beträgt fast 500 t, wobei alle Subdetektoren
zusammen lediglich 50 t wiegen und von der Stahlstruktur des Eisenjochs gehalten werden. Im
Folgenden werden die Subdetektoren im Einzelnen vorgestellt.

2.3.1 Multilayer-Driftkammer
Die MDC dient zur Impulsbestimmung sowie zur Messung des spezifischen Energieverlusts
dE/dx von geladenen Teilchen. Die Impulsbestimmung wird durch das vom Solenoid erzeug-
te Magnetfeld ermöglicht, indem die gekrümmte Trajektorie der geladenen Teilchen bestimmt
wird. Zusammen mit dem spezifischen Energieverlust wird eine Teilchenidentifizierung ermög-
licht.
Die Multilayer-Driftkammer hat einen inneren Radius von 59 mm und einen äußeren Radius von
810 mm sowie eine Länge von 2582 mm. Sie ist lediglich 2 mm vom Außenradius (57 mm) des
Beryllium-Strahlrohrs entfernt positioniert. Um den Strahl möglichst weit bis zum IP fokussie-
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Fig. 2.2: Schematic drawing of the BESIII detector. The beam line runs horizontally
through the detector, the interaction point is situated exactly at the geometrical
center of the detector.[18]

2.2.1 The Multilayer Drift Chamber (MDC)

All particles originating from e+e− collisions which leave the beam pipe have to penetrate
the first detector, a cylindrical wire drift chamber.

The inner radius of the chamber is only 59 mm, which leaves 2 mm between the beam
pipe and the MDC, while the outer radius amounts to 810 mm. The end plates of the
MDC have a stepped conical shape due to the space required for the beam focusing
quadrupoles. For this reason the wires of the inner layers are much shorter than those of
the outer layers. However, the polar angle coverage of the outermost and innermost wire
layer is | cos(θ)| ≤ 0.83 and | cos(θ)| ≤ 0.93, respectively, so that a solid angle coverage of
∆Ω/4π = 93% is achieved.[18]

In total the MDC is equipped with 6796 sense wires arranged in 43 layers. All sense wires
have a diameter of 25 µm and are made of gold plated tungsten-rhenium. Additional wires
are needed to establish a homogeneous eletrical field in the MDC volume, but at the same
time it is necessary to keep the material budget in the MDC as low as possible to avoid
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(a) (b)

Fig. 2.3: (a) Visualization of hits in the MDC (xy-projection shown)[18]
(b) Specific energy loss in the MDC vs. incident momentum for various particle
species [19]
Both pictures show events from Monte Carlo detector simulation studies.

multiple Coulomb scattering. For this reason, the 21844 additional field wires are made
of gold plated aluminium.

The complete volume of the MDC, which amounts to about 4 m3, is filled with a gas
mixture of 60% helium and 40% propane (C3H8) gas at a pressure of 3 mbar above ambient
atmospheric pressure.

When charged particles traverse the gas volume of the MDC, they can ionize the gas
along their trajectory. The ions and electrons start drifting through the volume due to the
high voltage which is applied to the MDC wires. This produces electrical signals at the
corresponding wires, which are read out and digitized. Figure 2.3a shows a visualization of
MDC hits in the xy-plane, perpendicular to the beam axis. Wires that delivered a signal
above the detection threshold are marked in black. Multiple possible tracks can be seen in
this example. Using the wire signals, a three-dimensional reconstruction of the particles’
trajectories can be performed.

The expected single cell position resolution in the r − ϕ plane is ∼ 130 µm and ∼ 2 mm
in z-direction. The momentum of a particle is calculated from the curvature of its track.
The momentum resolution is expected to be σp/p ≈ 0.5% at 1 GeV/c.

Furthermore, the measurement of the specific energy loss dE/dx of a particle traveling
through the gas is used for the identification of the particle species. Figure 2.3b shows
the normalized pulse heights of simulated MDC wire signals, which is proportional to the
energy loss of a particle in the gas, versus the incident momentum of the particles. One
can clearly see, that the e−-π separation works well down to a momentum of ∼ 0.2 GeV/c,
while the K-e− separation only suffers beyond 0.6 GeV/c. For this analysis, the K-π
separation power is most important.

A 3σ K-π separation can be achieved up to 0.77 GeV/c using only the dE/dxmeasurement.
Overall a dE/dx resolution of ∼ 6% is expected.
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When particles are created, which live long enough to leave the beam pipe and decay only
in the gas volume (K0

s , Λ), the MDC track information is used to determine the position
of their decay vertex.
Signals from the MDC are analyzed online and valid tracks are identified using FPGA
driven readout boards. Besides two other subdetectors, the information from the MDC is
used as a fast Level-1 trigger for the data acquisition.

2.2.2 The Time-of-Flight System (TOF)

Apart from the specific energy loss and momentum of charged particles measured with
the MDC, their time-of-flight is determined using a dedicated detector system, which is
mounted directly to the outside carbon fibre hull of the MDC.
The TOF system is comprised of a barrel part and two endcaps, which are mounted directly
adjacent to the MDC end plates. In the barrel part, two layers of plastic scintillator bars
(Bicron BC-408) are arranged in a staggered configuration to avoid gaps between the
detector elements and thus achieve a very high azimuthal acceptance. All bars have a
length of 2300 mm, a thickness of 50 mm and a trapezoidal cross section. Fine mesh
photomultiplier tubes are attached to both ends of each bar, to provide dual side readout
of the scintillation light produced in the TOF segments. With the given length, the barrel
TOF covers the polar angle region of | cos(θ)| < 0.83.
The TOF endcaps contain only a single layer of plastic scintillator bars (Bicron BC-404),
that are arranged in a almost circular geometry, based on trapezoidally shaped single
segments. The scintillator bars of the TOF endcaps are only read out at the outer side,
farther away from the beamline, by a single photomultiplier tube per segment. Each
scintillator segment has a length of 480 mm and a thickness of 50 mm. The polar angle
coverage of the endcaps is about 0.85 < | cos(θ)| < 0.95, which leaves a small acceptance
gap between the barrel and the endcaps. This space is needed for the mechanical support
structure of the MDC.
Due to the fact that momentum, velocity and mass of a particle are strongly correlated
quantities, the knowledge of the momentum derived from the MDC tracks together with
the velocity, calculated from the length of the MDC track and the time of flight measured
with the TOF system, enables the identification of a particle by its mass.
The time resolution, which is crucial for particle identification, varies depending on the
point of impact of a charged particle on the TOF scintillators. While in the barrel part a
resolution of σt ≈ 100 ps is achieved, the resolution in the endcaps is slightly worse, with
a value of σt ≈ 110 ps. This resolution allows for a K − π separation on the level of about
3σ up to a particle momentum of approximately 0.9 GeV/c.
Figure 2.4b shows the mass square calculated from the track parameters measured with
the MDC and the time of flight for particles of different species versus the incident particle
momentum (MC simulation). In simulation studies it was also shown, that the probability
of misidentifying a kaon as a pion is well below 10% for p < 0.9 GeV/c and reaches 20%
for momenta of ∼ 1.4 GeV/c (see Fig. 2.4a). The fast signals from the TOF system also
serve as an input for the L1-trigger of the full detector.
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(a) (b)

Fig. 2.4: (a) Efficiency for positive identification of kaons (squares) as well as misidenti-
fication of kaons as pions (dots) [18]
(b) Extracted particle mass using MDC and TOF information for p, K, π, e vs.
incident momentum [19]
Both distributions were extracted using Monte Carlo simulation studies.

2.2.3 The Electromagnetic Calorimeter (EMC)

The subdetector arrangement inside the coil of the superconducting solenoid magnet, and
thus also inside its magnetic field, is concluded by a homogeneous crystal calorimeter.
With this calorimeter the energy and flight direction of photons, electrons and positrons
is measured.

Photons originating e.g. from radiative decays (as in J/ψ → γωω) have to be identified
and distinguished from photons originating from the decay of neutral pions or η mesons.
This imposes a strong requirement on the threshold for the detection of a photon, while
at the same time the maximum energy that has to be measured is basically given by the
beam energy. In the latter case processes like e+e− → γγ are most important, due to the
high energy photons produced in the given reaction. Thus, photons in the energy range
of 20 MeV to ∼ 2.1 GeV are expected.

The low photon energy threshold requires a scintillator material with a comparably high
light yield. For this reason the EMC is equipped with thallium doped caesium iodide
(CsI(Tl)) crystals. Similar to the TOF detector, the EMC also consists of a cylindrical
barrel part and two endcaps. The barrel EMC is composed of 44 ring sections, each
containing 120 crystals, i.e. a total amount of 5280 crystals. All crystals are pointing to
a region slightly off the interaction point (±5 cm), to avoid loosing photons originating
from the IP and passing through exactly between two crystals. Each endcap consists of
6 rings, containing 480 crystals in total, amounting to 6240 crystals for the whole EMC.
While the sizes of the front and rear faces vary with the position of a crystal in the EMC,
all crystals have a length of 28 cm, which corresponds to 15.1 radiation lengths (X0) of
CsI. The polar angle coverage of the barrel and the endcaps are | cos(θ)| < 0.82 and
0.83 < | cos(θ)| < 0.93, respectively.

In the case of photons, the EMC is the only detector providing an information on the
position, which requires an adequate granularity. Since hadrons also create a shower
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(a) (b)

Fig. 2.5: (a) Energy resolution vs. incident photon energy for different lateral crystal
dimensions in the BESIII EMC (MC simulation) [18]
(b) Energy resolution vs. crystal ring number (polar angle θ) using 1.5 GeV
Bhabha scattering events (MC data, 2009 and 2012 J/ψ runs) [20]

in the EMC crystals, which has a different lateral shape than showers created e.g. by
electrons, the information from the EMC is used to support the other detectors for particle
identification in the case of electron-hadron separation.

The design energy resolution of σE/E ≤ 2.5% at a photon energy of 1 GeV and σE/E ≤ 4%
for photons with only 100 MeV of energy can be reached. Figure 2.5a shows the relative
energy resolution for different lateral crystal shapes versus the energy of the incident
photon derived from a Monte Carlo simulation study for comparison. The resolution of
the calorimeter at a particle energy of 1.5 GeV after several years of operation was studied
using Bhabha-scattering events at a center of mass energy of 3.097 GeV. The results are
shown in Figure 2.5b in dependence of the crystal ring number, which corresponds to
the polar angle θ. One can clearly see, that the performance of the BESIII EMC is very
stable over more than three years and is in very good agreement with the Monte Carlo
simulations. The resolution in the endcaps is about 4%, while in the barrel section a
resolution of ∼ 2.3% at the given energy is reached.

2.2.4 The Muon System (RPC)

All previously described subdetector systems (MDC, TOF, EMC) are mounted inside
the coil of the superconducting solenoid magnet. An iron yoke surrounding the coil is
used for the flux return of the magnetic field and for the mechanical support of the inner
spectrometer components, which altogether have a weight of about 50 t. The massive yoke
is made of steel plates and weighs a total of ∼ 500 t.

As can be seen in Fig. 2.3b, it is not possible to distinguish between pions and muons based
on the measurement of the specific energy loss in the gas of the MDC. To solve this problem,
the feature of muons to penetrate large amounts of heavy material can be exploited: the
iron flux return yoke has been instrumented with resistive plate chambers (RPCs), which
are triggered by a traversing muon. For that reason small gaps of ∼ 4 cm have been left
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between layers of steel plates in the iron yoke. The barrel part of the yoke is equipped
with 9 layers of RPCs, while the two endcaps contain only 8 RPC layers for reasons of
spatial limitations in these regions. Together, a fraction of ∼ 89% of the full solid angle
is covered with the muon identification system. The active detector volume of the RPCs
is filled with a gas mixture of Argon, a halocarbon gas and n-Butan (Ar/C2F4H2/C4H10)
with a mixing ratio of 50%/42%/8%. The minimum muon momentum from which the
muon identifier system works effectively is ∼ 0.4 GeV/c.

Most particles created in the e+e− collisions are stopped either in the calorimeter or in
the coil of the solenoid. Muons however penetrate the whole detector and most of them
even escape the 500 t iron yoke. Since muons are copiously produced in the reactions
under study at the BESIII experiment (e.g. the di-lepton decay of the J/ψ into µ+µ−)
and additionally have a mass that is very similar to the mass of the charged pion (mµ± ≈
105.6 MeV/c2, mπ± ≈ 139.6 MeV/c2), it is of utmost importance to precisely identify
muons and especially provide a measurement with a good muon-pion separation.

2.2.5 Trigger and Data Acquisition

The data acquisition of the BESIII experiment is based on a two-stage trigger system,
where the first trigger level (L1 trigger) is realized as a hardware trigger utilizing FPGA
(Field Programmable Gate Array) driven front-end boards, and the second level (L3 trig-
ger) is a software trigger. Signals from the MDC, the TOF and the EMC are continously
stored in a pipelined buffer and fed into the L1-trigger boards. The signals have to be
buffered for at least 6.4 µs, since this is the time needed to obtain an L1-trigger decision.
The main purpose of the L1-trigger is to reduce cosmic ray and beam background, origi-
nating from beam electrons or positrons, that are out of focus and e.g. hit the beam pipe
before they reach the interaction region and thus create a signal in different subdetectors.
The typical rates of cosmic ray events and beam background sources are given in Table
2.2. Running at a center of mass energy corresponding to the mass of the J/ψ, a physics
event rate of about 2 kHz is expected. The rate of the different background sources should
be suppressed at least to a rate lower than the physics event rate by the L1 trigger, so that
the L1 trigger rate does not exceed its maximum value of ∼ 4 kHz. Pre-scaled Bhabha
scattering events are written to disk to allow for detector calibration and determination of
the luminosity. Once an L1-accepted signal is generated, all frontend buffers are read out
and the data is transferred to an online computing farm responsible for event building.
At this stage tracks are reconstructed from the MDC data and clustering algorithms are
running on the EMC data.

Based on various event filters an event is eventually accepted and permanently stored to
disk. The L3-trigger reduces the remaining background event rate to a level acceptable
for permanent storage and further offline filtering. During normal operation, the data rate
stored to disk is approximately 42 Mb/s.

2.2.6 The BESIII Offline Software System (BOSS)

For data analysis and Monte Carlo simulation studies the object-oriented C++ software
framework ”BES Offline Software System (BOSS)” is used. Core component of the frame-
work is the GAUDI package [21], which provides tools for event simulation, data processing
and also physics analysis. There are three different types of persistent event data accessible
from within BOSS, namely raw data, reconstructed data and so called DST data (”Data
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Process Event rate (kHz) After L1 [kHz] After L3 [kHz]

Physics 2 2 2

Bhabha 0.8 Pre-scaled Pre-scaled

Cosmic ray < 2 ∼ 0.2 ∼ 0.1

Beam background > 104 < 2 < 1

Total > 104 4 3

Table 2.2: BESIII event rates for physics events and various background sources without
any scaling, after the L1-trigger (hardware) and after the event-building L3-
trigger (software) [18]

Summary Tape”). Analyses of beam data are usually performed on preprocessed and re-
constructed DST data. BOSS provides services for access to run information and detector
status, e.g. the magnetic field at any point within the detector volume. The geometry of
the full BESIII detector is implemented using a markup language description. Interfaces
to different event generators are foreseen, however the standard chain of generators is used
for this work, as discussed in more detail in Section 3.1.

2.2.7 Datasets collected by the BESIII Experiment

Since the start of the first physics run in 2009, a large collection of different data sets
has been recorded by the BESIII experiment. For this work, all available data recorded
at the center of mass energy corresponding to the mass of the J/ψ is used. This data
was recorded in the years 2009 (∼ 225 · 106 J/ψ events on disk) and 2012 (∼ 1 · 109 J/ψ
events on disk). Apart from the J/ψ data set, also the collected data at the ψ′ resonance
represents the worlds largest data set of its kind. A comparison of the BESIII data sets
with those of other experiments is shown in Table 2.3.

Resonance MARKIII Crystal Ball BES BESII CLEO-c BESIII

J/ψ 5.8 · 106 2.2 · 106 7.8 · 106 51 · 106 - 1.31 · 109

ψ′ 0.3 · 106 1.8 · 106 3.8 · 106 14 · 106 27 · 106 0.5 · 109

Table 2.3: Comparison of J/ψ and ψ′ data sample sizes from various experiments
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3 Event Selection

An exclusive reconstruction of events with the topology J/ψ → γωω is performed, where
both ω mesons are reconstructed via their decays to π+π−π0 and subsequently both π0s
are reconstructed via their decay into two photons. In the following chapter, an overview
over the data sets and the applied selection criteria is given.

3.1 Data Sets

The analysis presented in this work is based on the data sets recorded in the years 2009
and 2012 by the BESIII experiment at a beam energy corresponding to the mass of the
J/ψ resonance. In total these data sets contain (1.3106 ± 0.0072) · 109 J/ψ decays [22].
Analyses of final states with a comparably high multiplicity of charged and neutral par-
ticles, as the one presented here, could be limited due to the sparse statistics remaining
after the application of all selection criteria. While the early experiments MarkIII and
DM2 recorded ∼ 2.7M and ∼ 8.6M J/ψ decays, respectively, the available statistics were
remarkably improved by the BESII experiment, where 58M events could be recorded. The
BESIII data available to date is about a factor of 22 larger than that of the BESII exper-
iment and hence represents the worlds largest J/ψ data set, enabling detailed studies of
rare decay channels or those with complex final states.

Apart from the beam data, a generic Monte Carlo (MC) sample consisting of ∼ 1.225 ·109

simulated J/ψ events is used for background estimation studies. This MC sample was
generated using all known decay modes of the J/ψ, taking into account the corresponding
branching fractions. Apart from that, a signal MC sample with the event topology

J/ψ → γωω,

ω → π+π−π0, (3.1)

π0 → γγ

was generated. The MC simulation is carried out utilizing different software packages for
the various stages of generating and reconstructing events of the topology listed above: The
event generator package KKMC, which was specifically designed to provide precise predic-
tions for the electroweak standard model process e+e− → ff+nγ, with f ∈ {µ,τ,d,u,s,c,b},
is used in the first stage of MC event production. This generator provides all calculations
needed to simulate the production of the J/ψ, consisting of a cc fermion-antifermion pair,
including effects due to photon emission of the initial beam particles, namely Initial State
Radiation (ISR).[23] The subsequent decay of the J/ψ is then handled by the BesEvtGen
package (see Fig. 3.1), which is an adaptation of the EvtGen package developed by the
BaBar and CLEO collaborations for the study of B -meson decays [24][25]. The package
provides a plain text file based configuration interface to allow users to generate events
with an arbitrary chain of decays and intermediate resonances. While (Bes-)EvtGen of-
fers a variety of models e.g. to simulate the decay of intermediate hadronic resonances
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as Fig. 1. The positron and electron can radiate

some real photons before they annihilate into a vir-

tual photon, which is the so-called initial state radi-

ation process (ISR). Radiative corrections are crucial

in e+e− annihilation experiments, sometimes it could

change the numerical results in a profound way, such

as resonances and measurements near the production

threshold. In order to achieve precise results in data

analyses, the generators for e+e− collider should care-

fully take this into account. The KKMC is used to

simulate the e+e− annihilation till cc̄ production in-

cluding ISR effects, together with the beam energy

spread. Then the charmonium decays are generated

with BesEvtGen models.

Fig. 1. Illustration of BES! generator framework.

It should be pointed out that the events are gen-

erated in the center of mass system (CMS) of the

e+e− beams. However, the e+e− beams at BEPC"
are not exactly aligned back to back; the cross angle

between the e+- and e−-beams is about 22 mrad. So

the produced charmonium is not at rest, namely, it

moves along x-direction with a small momentum1).

Hence the generated events should be boosted to lab-

oratory system before going through detector simu-

lation. This is implemented outside the generator

framework.

3 BES!!! generators

Early generators used at BES! are those mi-

grated from BES", which include about 30 genera-

tors. They are now obsolete and we don’t recommend

to use it2). In what follows, we focus on the gener-

ators currently used in the BES! generator frame-

work.

3.1 KKMC

KKMC[1] is the event generator based on precise

predictions of the Electroweak Standard Model for

the process e+e− → ff̄ + nγ, f = µ, τ, d, u, s, c, b

at centre-of-mass energies from τ lepton threshold

to 1 TeV. KKMC is originally designed for LEP,

SLC, but also suitable for the future linear colliders,

b, c, τ− factories, and so on.

In KKMC, the most important features are the

ISR-FSR interference, the second-order subleading

corrections, and the exact matrix element for the two

hard photons. Effects due to photon emission from

the initial beams and the outgoing fermions are cal-

culated in QED up to the second order, including

all interference effects, within the Coherent Exclusive

Exponentiation (CEEX), which is based on Yennie-

Frautschi-Suura exponentiation. Electroweak correc-

tions are included in the first order, with higher-order

extensions, using the DIZET 6.21 library. Final-state

quarks hadronize according to the parton shower

model using PYTHIA. Decays of the τ lepton are

simulated using the TAUOLA library, taking into ac-

count the spin polarization effects as well. The code

and more information on the program are available

at the KKMC web page[2].

In the generator framework at BES!, KKMC is

used to generate charmonium states by including ISR

effects and the spread of the beam energy. The res-

onances supportable by KKMC include J/ψ, ψ(2S),

ψ(3770), ψ(4030), ψ(4160), ψ(4415) and other low-

lying resonances, like ρ, ρ′, ρ′′, ω, ω′, φ and φ′.

Though KKMC also supports the event generation of

resonance decays, we have more powerful models in

BesEvtGen to generate resonance decay events, and

the final state radiation (FSR) effects are included in

the simulation at the BesEvtGen level by using the

package PHOTOS.

3.2 BesEvtGen

BesEvtGen[3] is the event generator for tau-

charm physics, which is developed from the gener-

ator EvtGen3), originally designed for studying B

physics by BaBar and CLEO collaborations. EvtGen

is a powerful interface to generate events for a given

decay by specifying a model easily created by users;

it also allows the access to other generators, such as

PYTHIA and PHOTOS.

The EvtGen interface uses the dynamical infor-

mation to generate a sequential decay events chain

by chain through the accept-reject algorithm, which

is based on the amplitude probability with the combi-

nation of the forward and/or backward spin-density

matrix information. The EvtGen interface is designed

to have functionality to automatically calculate these

spin-density matrixes. To illustrate how the event se-

lection algorithm works consider the sequential decay

1)The z-axis is defined along the beam direction in the laboratory system.

2)Currently, the McTruths of these generators are not available in the simulation

3)The version is V00-11-07

Fig. 3.1: Illustration of the stages of MC event generation. The e+e− annihilation and
production of the J/ψ is handled by the KKMC package, while for the J/ψ
decay BesEvtGen is used.[25]

including correct angular distributions, all events for the studies presented here have been
generated without any particular model, so that pure phase space distributed events were
obtained. These phase space distributed events are needed for the partial wave analysis
(PWA) fits, which will be discussed in Chapter 4.

All information on the final state particles of the generated events is finally fed into the
third software package called Geant4 [26], which is responsible for the simulation of
the BESIII detector and the interactions of the final state particles with the material
inside the detector volume. The simulated signals generated in the active elements of the
BESIII detector geometry model are then smeared to simulate the performance of the
detector in terms of electronic noise and finally stored to disk. The obtained files are then
processed by the same BOSS analysis module that is also used for the reconstruction of
beam data. In total 2.4 · 107 phase space distributed events of the topology given in (3.2)
were generated, in the following referred to as ”signal MC”. This sample is mainly needed
for the PWA, where caution must be taken to ensure that a large enough number of phase
space distributed MC events is available at any point in the phase space. The MC sample
is also used for a simple one-dimensional estimation of the reconstruction and selection
efficiency as well as for different studies for the optimization of selection criteria. The
analysis presented here is performed using BOSS version 6.6.4.p01.

3.2 Selection of γωω Candidates

3.2.1 Track Selection and Particle Identification

Tracks of charged particles are reconstructed using the hit information from the MDC. A
track is associated with a charged particle candidate, when the following requirements are
fulfilled: The track must originate from a region close to the interaction point. That is,
the distance of the track origin from the interaction point in the xy-plane (perpendicular
to the beam) must be smaller than 1 cm. In z-direction (beam direction) the distance
must be smaller than 10 cm. Furthermore, each track is required to be within the angular
acceptance of the MDC, thus fulfilling the requirement | cos(θ)| < 0.93.

Pion candidates are selected from all valid tracks by exploiting the capabilities of particle
identification of the different subdetector systems. Using the information on the specific
energy loss dE/dx measured with the MDC, as well as the information from the TOF
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system, a likelihood is calculated under the hypothesis, that the particle candidate under
investigation is a pion (L(π)), kaon (L(K)) or proton (L(p)). Only candidates fulfilling
the criteria L(π) > L(K) and L(π) > L(p) are accepted and retained for further analysis.

In summary, only events with exactly four reconstructed, oppositely charged tracks with
positive pion identification are retained for further analysis.

3.2.2 Photon Candidate Selection

A photon entering the electromagnetic calorimeter can produce an electromagnetic shower,
most likely in more than one crystal. Only if the reconstructed energy of such a cluster
exceeds a value of 25 MeV in the EMC barrel region (| cos(θ)| < 0.8) or 50 MeV in the end
caps (0.86 < | cos(θ)| < 0.92), the cluster is treated as a photon candidate. The threshold
for the photon detection in the endcaps is set to a higher value than for the barrel part in
order to reduce the mis-identification of beam background as low-energetic photons. Each
shower must have been measured in a time window of 0 ≤ t ≤ 14, with t in units of 50 ns
since the time of the electron-positron collision (see Fig. 3.2b). This start time is deduced
from the reconstructed tracks of charged particles. Additionally, the extrapolation of each
reconstructed track into the volume of the EMC, using information from the MDC, must
lie outside a cone with an opening angle of 20◦, in order to accept a photon candidate.
This cut ensures the rejection of clusters that originated from the (small) energy deposit
of hadrons (e.g. pions) in the EMC. Only events with more than five surviving photon
candidates are kept for further analysis, resembling the four photons originating from the
decay of π0 mesons, as well as the photon from the radiative J/ψ decay. Figure 3.2a shows
the number of photons per event, after all selection criteria discussed in this chapter have
been applied. In the distributions from beam data as well as the signal MC sample, the
number of photons per event extends up to a value of about 15. A reasonable agreement
between data and MC is observed for both distributions in Figure 3.2.
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Fig. 3.2: (a) Number of photons per event after all selection criteria described in this
chapter were applied to data (blue dots with error bars) and signal MC (red).
(b) Measured time for all photons for data (blue) and MC (red).
The signal MC was scaled to the number of selected events from data.
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3.2.3 Pre-selection and Combinatorics

After applying the cuts to the photon and pion candidate multiplicities, only events con-
taining exactly four pion candidates and at least five photon candidates are left.

There are several possibilities to combine the photon candidates of a given event to π0

candidates and subsequently to combine two pion candidates of opposite charge and a π0

candidate to an ω candidate. All possible combinations to form γωω candidates, where
each photon and pion candidate can only occur once in each combination, are considered.

The next step in the selection procedure is the application of rough mass windows for the
two π0 candidates as well as both ω candidates for each γωω candidate. A π0 candidate is
required to have an invariant mass of 100 MeV < m(γγ) < 160 MeV, while an ω candidate
must fulfill the requirement 580 MeV < m(π+π−π0) < 980 MeV. If a γωω candidate does
not fulfill all mass window requirements, the current combination is rejected.

3.2.4 Vertex Fit

Since all intermediate resonances involved in the decay under study have an extremely
short lifetime as it is typical for strong decays, it is expected that for a valid event the
tracks of the four charged pions should originate from a common point. To ensure that
this criterion is met a vertex fit is performed: The reconstructed track parameters of
all four tracks are varied within their measured uncertainties, until the distance of the
reconstructed point in space where all tracks have the closest distance to each other,
and the nominal interaction point is minimized. The same principle is applied for the
kinematic fit in the following selection step and will be explained in more detail in the
next paragraph. The vertex fit is just used as a binary information on whether to discard
an event or not. An event is retained for further analysis, if the vertex fit converges, which
rejects events containing uncorrelated tracks e.g. from beam background or cosmic muons.

3.2.5 Kinematic Fit

General Principle

While the vertex fit is performed only once per event, more sophisticated fitting meth-
ods can be used to determine the correct combination of photons and pions to form two
ω candidates, while at the same time the resolution of the measured four-vectors is im-
proved, by means of kinematic fits. As for the vertex fit, the measured quantities - in
this case the components of the reconstructed four-vectors of all particles - are varied
within their measurement uncertainties, while at the same time an arbitrary number of
predefined constraints must be fulfilled. A commonly used set of constraints is the con-
servation of the total energy and momentum: When an exclusive reconstruction of a
decay chain is performed (i.e. no missing particles), the sum of the four-vectors of all final
state particles must resemble the four-vector of the initial e+e− or J/ψ system, given by
~p4J/ψ = (0.0305, 0, 0, 3.097) in units of GeV.1 The three components of the linear momen-
tum and the energy hence represent four constraints. A fit using only these boundary

1The four-vector is given here in the convention, which specifies the three components of the linear
momentum in the first three places of the vector, while the fourth contains the energy, i.e. ~p4 =
(px,py,pz,E). The px component of the initial four-vector of the e+e−-system is chosen to be non-zero,
to introduce a very small boost to the resonance created in the collision and thereby to allow heavy
created particles to leave the interaction zone.
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conditions is called a four-constraint or 4C-fit. Additional contraints can be imposed to
the candidates by e.g. the invariant mass of a photon pair, which can be required to
correspond to the mass of the π0 meson.

The fit method applied in the BOSS software is based on the least squares method, utilizing
Lagrange-multipliers. A detailed description of this method is given in [27], however the
principle of the kinematic fit is briefly described in the following:

Consider a measurement of n distinct parameters, where the true values are given by ~η =
(η1,...,ηn)T , while the actually measured values are given as ~y = (y1,...,yn)T . The deviation
from the true to the measured values is given by the uncertainties of the measurement,
denoted as ~δ = (δ1,...,δn)T , so that

~y = ~η + ~δ. (3.2)

One important restriction is, that the uncertainties δi must be normally distributed. Fur-
thermore, the dependencies of the measurable values ~η from a number of r unknown
parameters ~x = (x1,...,xr)

T are given by m boundary conditions of the form

fi(~x,~η) = fi(~x,~y − ~δ) = 0, i = 1,...,m. (3.3)

Now the equations fi = 0 can be expanded around a point (~x0,~η0), yielding

fi(~x,~η) ≈fi(~x0,~η0) +
∑

j=0...r

∂fi
∂xj

∣∣∣∣
(~x0,~η0)

(xj − xj,0) +
∑

k=0...n

∂fi
∂ηk

∣∣∣∣
(~x0,~η0)

(ηk − xk,0). (3.4)

Now we define the two matrices A and B, which contain the partial derivatives of the
functions fi with respect to the unknown parameters xj and the values ηj , evaluated at
the point (~x0,~η0). These matrices can be written as

Aij =
∂fi
∂xj

∣∣∣∣
(~x0,~η0)

and Bij =
∂fi
∂ηj

∣∣∣∣
(~x0,~η0)

, (3.5)

with i = 1,...,m and j = 1,...,r. Moreover, let ~ξ = ~x − ~x0, ~τ = ~η − ~η0. With these
definitions, the approximation from 3.4 can be written more conveniently as

~f(~x,~η) ≈ ~f(~x0,~η0) +A~ξ +B~τ = ~0. (3.6)

Minimizing the quadratic distance of the measured values to the true values while at the
same time fulfilling equation 3.6 is called the method of least squares. The expression that
is to be minimized is given as

χ2 = ~τTC−1
y ~τ , (3.7)
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with Cy being the covariance matrix of the measured values ~y. Finally, the method of
Lagrange multipliers is applied, which states, that both conditions are met, when the
expression

L = χ2 + 2~λT · ~f(~x,~η)

= ~τTC−1
y ~τ + 2~λT · [~f(~x0,~η0) +A~ξ +B~τ ]

!
= 0, (3.8)

with the vector ~λ = (λ1,...,λm) containing the Lagrange-Multipliers, is fulfilled.

From this, it can be shown that ~ξ and ~τ can be written as

~ξ = −(ATGBA)−1ATGB ~f(~x0,~η0) (3.9)

and

~τ = −CyBTGB(~f(~x0, ~eta0) +A~ξ), (3.10)

with GB = (BTCyB)−1. The expression that is to be minimized follows a χ2 distribution
with m − r degrees of freedom (n.d.f.). In the special case, where no additional free
(unknown) parameters ~x are present, the n.d.f. reduces to m and therefore is equal to the
number of constraints applied. The χ2 value is used to determine the goodness of the fit,
whereas small values are expected for signal and large values for background events.

Application of the Kinematic Fit

Each γωω candidate is subjected to a kinematic fit involving two stages: The four-vector of
each γωω candidate is first constrained to the four-momentum of the initial J/ψ system (4C
kinematic fit), in order to ensure energy and momentum conservation for the exclusively
reconstructed events. Only candidates yielding a χ2 value of the 4C kinematic fit of less
than 200 are retained. For γωω candidates that survive, a kinematic fit with 6 constraints
(6C), including the four-vector of the initial J/ψ system, as well as a mass constraint to
each of the two π0 candidates, is performed. The 6C kinematic fit is performed to improve
the mass resolution of the ω candidates and find the correct pairings of photon candidates.

Only candidates which yield a χ2 value of the 6C kinematic fit of less than 25 are kept
for further analysis. Different studies were performed to obtain a reasonable choice for
this value: Since the measurement requires a partial wave analysis, a sample as clean as
possible has to be selected. Thus it is more important to suppress as much background as
possible, than to get the best signal to background ratio. Important criteria for the choice
of the χ2 cut value include the fraction of miscombined events as well as the background
suppression power. However, before these criteria can be discussed, the final parameter,
that is used to select the best combination per event has to be introduced. Figure 3.3a
shows the χ2 distributions for selected events from the data sample as well as the signal
MC sample. Since the χ2 distribution and any χ2 value are only meaningful once the
n.d.f. is known, in statistics the p-value is commonly used. It can be calculated from a
given χ2 and n.d.f.-value by integrating the corresponding χ2 distribution from the given
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Fig. 3.3: (a) χ2 distribution of the 6C-kinematic fit for data (gray shaded histogram).
The red dashed line marks the χ2 cut value of 25.
(b) p-value distribution corresponding to the χ2 distribution shown in (a) (y-axis
truncated)

χ2 value to infinity2. The p-value represents the probability, that a signal event reaches
a χ2-value, which is at least as large as the given χ2 value. While for signal events a flat
p-value distribution is expected, background events lead to a peak at low p-values. Figure
3.3b shows the p-value distributions for beam data and signal MC.

3.2.6 Selection of the Best Signal Candidate

The 6C kinematic fit is not sensitive to the combination of pions to form ω candidates, so
finally the best of all remaining candidates is selected by choosing the one, which yields
the smallest Euclidean distance r of both ω candidates to the nominal ω mass given by
the PDG. Namely, r can be written as

r =
√

(m(ω1)−m(ω)PDG)2 + (m(ω2)−m(ω)PDG)2, (3.11)

where m(ω)PDG denotes the nominal ω mass, as given in [1]. Figures 3.4a and 3.4b show
the invariant mass distributions of two photons before performing any kinematic fit and
that of three pions for all candidates as well as after the selection of the best candidate
based on the r-value. There is a substantial background contribution visible under the
chosen ω candidates (see 3.4b, red curve).

The invariant 3π versus 3π mass distribution is shown in Figure 3.5a for the best combi-
nation. For comparison, Figure 3.5b shows the same distribution for generated signal MC
events (truth information). Two distinct bands are visible in the diagrams from data as
well as MC-truth, indicating that they do not originate from the reconstruction procedure
or candidate selection but reflect the true behavior of the pions. However, while the bands
from pure ω decays (MC-truth) are weakening towards larger 3π masses, the bands get
stronger for selected events from data. This indicates the presence of ω3π background.

2This integral involves the complex error function, which in most cases can not be analytically solved.
Here, an implementation based on the lower incomplete gamma function provided by the ROOT soft-
ware is used to calculate p-values.
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Fig. 3.4: (a) Invariant mass for all possible combinations of two photons before applica-
tion of any kinematic fit
(b) Invariant π+π−π0 mass for all possible combinations (blue, eight entries per
event) and for the chosen combination (red, two entries per event) after the 6C
fit
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Fig. 3.5: 3π versus 3π invariant mass for (a) the chosen combination of pions for data
and (b) for generated signal MC events (generator output on MC truth level).

3.2.7 Veto of additional π0 Candidates

After applying the cut to the χ2
6C value, the remaining events might still contain more than

five photons, whereas one is identified as the photon from the radiative J/ψ decay and in
total four photons are assigned to the π0 candidates. To exclude the possibility, that a
residual photon forms a π0 together with the candidate for the radiative photon, a cut to
the invariant mass of the radiative photon (γrad) combined with any other leftover photon
(γunused) is performed. Events, for which this invariant mass lies within a window of (130−
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Fig. 3.6: Invariant mass of the radiative photon combined with (a) one excess photon,
which is not identified as a π0 daughter photon in an event with more than five
photons in total, and (b) one daughter photon of a π0 candidate. All excess
photons per event are considered in these plots. The red arrows indicate the
mass range used for the π0 veto.

140) MeV are vetoed. Figure 3.6a shows the corresponding invariant mass distribution as
well as markers indicating the window for the applied π0 veto. A clear peak at the π0

mass can be seen. The cut removes 836 events, which corresponds to about 0.9% of the
selected data set (88783 events, after veto 87947 events).

Additionally, the combination of all residual photon candidates with each of the photons
assigned to π0 candidates is shown in Figure 3.6b. No enhancements can be seen at the
masses of the π0 and η mesons.

3.2.8 Pion Mis-Combination and Selection Efficiency

After selecting only events which fulfill the condition χ2 < 25 and subsequently selecting
one combination of pions for each leftover event based on the r value, it is still possible to
obtain events with incorrectly combined pions. The fraction of mis-combined events was
studied in dependence of the χ2 cut using a truth-matched signal MC sample. For the
chosen cut value an integral mis-combination fraction of about 0.7% after application of
all selection criteria was found. Figure 3.7a shows the distribution of the mis-combined
events in dependence of the invariant ωω mass (note logarithmic scale!). The events
are distributed over the full ωω mass range, a slight overpopulation is observed at the
beginning of the available phase space - however the contribution is well below 1% in every
region of the invariant mass. Figure 3.7b shows the selection efficiency for MC events after
application of the χ2 < 25 cut and selection of one combination. The selection efficiency
is somewhat lower for small ωω masses and reaches a mean value of about 3.6% integrated
over the whole mass range. The efficiency curve shows no significant structures or excesses.
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Fig. 3.7: Fraction of mis-combined events (a) and selection efficiency (b) as a function of
m(ωω) for signal MC events.

3.2.9 A Glance at the Data: Signal and Sideband Regions

After applying all cuts discussed above, a significant background contribution was observed
under the selected ω signals. As a first estimation, the two-dimensional sidebands in the
3π vs. 3π plane are studied. Figure 3.8c shows the invariant 3π vs. 3π mass. The signal
region is defined as a circle around the nominal mass of the ω meson in both dimensions,
with a radius of 26 MeV. The sideband regions are selected using the following cuts:

� Region B1: 759.65 MeV < mω1 < 805.65 MeV and 850.00 MeV < mω2 < 896.00 MeV

� Region B2: 850.00 MeV < mω1 < 896.00 MeV and 850.00 MeV < mω2 < 896.00 MeV

� Region B3: 850.00 MeV < mω1 < 896.00 MeV and 759.65 MeV < mω2 < 805.65 MeV

The area of the sideband regions are chosen to match the area of the circle defining the
signal region. The 6π invariant mass distribution for each of the sideband regions is shown
in Figures 3.8a, 3.8b and 3.8d, respectively. The 3π vs. 3π invariant mass distribution
shows the features of the background: Two bands are visible, which cross exactly at the
ωω mass peak. These events originate from a mixture of γ3πω background channels as
well as the signal channel (cf. Figure 3.5a and 3.5b). Apart from these contributions, 6π
background events are distributed over the entire mass region. This type of background
shows a rising slope towards higher 3π invariant masses.
As a very rough estimate of the background underneath the ωω peak, the events from the
sideband regions B1, B2 and B3 were combined. The 6π invariant mass distributions of
the events within the areas B1 and B3 were added, before the corresponding distribution
from area B2 was subtracted. This is done to avoid overestimation due to the fact, that the
6π-type background is also present in the regions B1 and B3. The resulting distribution
(dark blue) is shown together with the selected signal events (light blue) in Figure 3.8e.
Although the background might be overestimated using this procedure, it is clear that
further action needs to be taken to reduce the background as far as possible. For this
reason a sophisticated event based background suppression method was applied to the
data set, which is described in Section 3.4.
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Fig. 3.8: Distribution of events in the 6π invariant mass ((a),(b),(d)) for different mass
windows shown in (c).
(e): Invariant mass of the ωω candidates. The different distributions show
the selected signal events (light blue) and events from the combined sideband
regions B1 +B3−B2 marked in Figure 3.8c.
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3.3 Background Studies

A first look at the invariant mass spectra of the selected signal sample and the correspond-
ing sideband distributions revealed a background pollution in the signal region in the order
of about 17%, which shows a complex shape in the invariant ωω mass. Since it is to be
expected, that the background behaves similarly complex directly below the prominent
ωω peak, all efforts have to be taken to reduce this background as far as possible.

In this chapter data- and MC-driven background studies are presented, involving the
analyses of a large generic MC sample as well as a data sample recorded at a center-of-
mass energy slightly below the mass of the J/ψ to estimate contributions of non-resonant
continuum processes.

Finally, an event-based background suppression method using probabilistic weights is stud-
ied with the help of toy MC samples and applied to the selected data set.

3.3.1 Analysis of a Generic Monte Carlo Sample

The generic MC sample that was introduced in Section 3.1 has been analyzed to estimate
the composition of the background and to identify possible background sources. Table
3.1 shows the contributing J/ψ decay modes from the generic MC sample surviving all
selection criteria, sorted by the number of events for the most contributing channels. The
table contains signal as well as background channels.

The largest background contribution is due to the decay J/ψ → ρ+ρ−ω, which results
in a final state containing two pairs of oppositely charged pions and three π0. For these
events most probably one photon was not reconstructed due to geometrical acceptance
or thresholds, and the leftover photon was accidentally identified as the radiative photon.
Since events with more than five photons are accepted, the radiative photon candidate
could also originate from a π0 together with one of the reconstructed excess photons
apart from those identified as π0 daughter candidates. Yet, this type of events is largely
suppressed by the π0 veto discussed in Section 3.2.3.

The second largest group of background events is of the type J/ψ → γρ±b∓1 , which result
in the same final state as signal events and thus are not further rejectable. In total, only
3.6% of all events passing the selection are originating from background channels.

Figure 3.9 shows the ωω invariant mass for all selected events from the generic MC sample
as well as the five largest contributing decay channels, three of which are signal channels.
Although the generic MC sample is a very handy tool for identifying the most significant
background contributions, the data set does not represent the beam data from the J/ψ
data set very well for this decay channel. Figure 3.9 also shows the events selected from the
signal region for beam data. Especially in the mass region above m(ωω) > 2.2 GeV/c2 a
large deviation from the measured distribution can be observed. Since only an upper limit
for the decay of the ηc into ωω is known, this resonance was also not included in the generic
MC sample. Conclusively, the generic MC sample did not reveal any major background
contributions, but fails to describe the data due to the absence of the γ3πω and γ6π-type
backgrounds. This type of background therefore has to be addressed utilizing data-driven
methods.
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Decay Chain: J/ψ → ... Final State Number of Events

γωω, ω → π+π−π0 γπ+π+π0π0π−π− 56923

γη(1760), η(1760)→ ωω, ω → π+π−π0 γπ+π+π0π0π−π− 31594

γf0(1710), f0(1710)→ ωω, ω → π+π−π0 γπ+π+π0π0π−π− 7720

ρ−ρ+ω, ρ± → π±π0, ω → π+π−π0 π+π+π0π0π0π−π− 669

γρ−b+1 , ρ
− → π−π0, b+1 → ωπ+, ω → π+π−π0 γπ+π+π0π0π−π− 234

γρ+b−1 , ρ
+ → π+π0, b−1 → ωπ−, ω → π+π−π0 γπ+π+π0π0π−π− 215

ωf2(1270), ω → π+π−π0, f2(1270)→ π+π−π0π0 π+π0π0π0π−π− 149

ωη′, η′ → γω, ω → π+π−π0 γπ+π+π0π−π− 137

ωa00, ω → π−π0π+, a00 → π0η, η → γπ+π− γπ+π+π0π0π−π− 136

γρ0b01, ρ
0 → π−π+, b01 → π0ω, ω → π+π−π0 γπ+π+π0π0π−π− 122

π−π0π+ω, ω → π+π−π0 π+π+π0π0π−π− 100

ρ−γπ+ω, ρ− → π−π0, ω → π−π0π+ γπ+π+π0π0π−π− 89

π−γρ+ω, ρ+ → π0π+, ω → π−π0π+ γπ+π+π0π0π−π− 86

b−1 π
+f2(1270), b−1 → π−ω, f2(1270)→ π0π0, ω → π+π−π0 π+π+π0π0π0π−π− 53

π−f2(1270)b+1 , f2(1270)→ π0π0, b+1 → π+ω, ω → π+π−π0 π+π+π0π0π0π−π− 53

π−π0a+2 , a
+
2 → π0π+ω, ω → π−π0π+ π+π+π0π0π0π−π− 51

π−γπ+b01, b
0
1 → π0ω, ω → π−π0π+ γπ+π+π0π0π−π− 50

a−2 π
0π+, a−2 → π−π0ω, ω → π−π0π+ π+π+π0π0π0π−π− 46

ωa00, ω → π−π0π+, a00 → π0η, η → π+π−π0 π+π+π0π0π0π−π− 44

π0ωa01, ω → π−π0π+, a01 → π−ρ+, ρ+ → π+π0 π+π+π0π0π0π−π− 43

γf4(2050), f4(2050)→ ωω, ω → π+π−π0 γπ+π+π0π0π−π− 43

Table 3.1: Topology of events selected from the generic MC sample, that are surviving
all selection criteria. The decay channels are ordered by frequency of their
occurrence in the data set. Signal, as well as background channels are shown.
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3.3.2 Background from Continuum Processes

Background originating from continuum processes is studied using a data sample which
was recorded at a center of mass energy of 3.08 GeV, slightly below the J/ψ mass. This
data set contains in total 29.14 pb−1, which is roughly a factor of 15 less than the J/ψ
data sample. The same selection criteria as for data are applied to the full continuum data
set and only 30 events survive when no restriction on the 3π invariant masses is applied
(see Figure 3.10). After applying a cut to the ωω signal region marked with a blue circle,
only one single event is left. By scaling the luminosity of this data set to that of the J/ψ
data set, in total 15 events from continuum background processes are expected, which
corresponds to less than 0.02% of the full selected data set and thus will be neglected for
the following analysis steps.
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Fig. 3.10: Events surviving all selection criteria from the continuum data sample,
recorded at Ec.m. = 3.08 GeV

3.4 Event Based Background Suppression

The studies of the two-dimensional ω sidebands in Section 3.2.9 have shown, that a back-
ground contribution to the selected sample in the order of ∼ 17% is to be expected in the
signal region, originating from different sorts of non-resonant background sources. This
kind of background is irreducible by simple cuts on kinematic variables. One possibility
to deal with this kind of background is a so called sideband-subtraction, which in this case
could also be applied in two dimensions (3π vs. 3π). For this method, events from different
regions of a particular distribution (mostly from a kind of histogram) are selected, which
correspond to signal- as well as possibly different background-regions. The resulting dis-
tributions are combined, to obtain a distribution which should represent the background
present in the signal region underneath the signal of interest. Finally, the obtained back-
ground distribution is subtracted from the distribution obtained from the selection of the
signal region and a background-subtracted version of the distribution under investigation
can be used for further analysis. It should be stressed here, that the sideband-subtraction
is only applied to a sub-set of the phase space coordinates and therefore all possible corre-
lations between other phase space coordinates can not be considered. The main drawback
of this method is, that it is not event based. This means that for a given event no informa-
tion about the origin of this particular event (signal or background) can be derived. Only
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a global information, i.e. the total number of signal events, or the shape of the corrected
distribution, is obtained. Since the goal is to perform an event-based partial wave analy-
sis, this method is not applicable here. Another possibility, which overcomes some of the
restrictions of a simple sideband subtraction, is to use the events from sideband regions to
construct an amplitude model of the contributing background channels. By including this
background model in the calculation of the likelihood for events in a partial wave anal-
ysis, the background can be subtracted directly while the partial wave fit is performed.
However, this method requires a detailed understanding of the origin of the background.

In this analysis, a relatively new, event based background subtraction method is employed,
which is based on probabilistic event weights. The so called Q-factor method has been
developed for and successfully applied to photoproduction data from the CLAS experiment
[28], as well as pp annihilation data from the Crystal Barrel LEAR experiment [29]. All
studies related to the Q-factor method presented in this work have been carried out with
the WiBaS software package, that was developed at Ruhr-Universität Bochum [30].

3.4.1 The Q-Factor Method

Many methods have been developed to separate signal from background samples, in which
known features of the corresponding distributions are used to optimize the signal to back-
ground ratio. These methods require detailed knowledge about the signal and background
and are most likely only applicable in a limited number of cases. For the method described
here, only very little about these distributions must be known and it is explicitly designed
to be able to deal with irreducible background, which is mimicking the signal topology and
has the same final state. The method will be briefly described in this section, a detailed
explanation and examples from application can be found in [28].

Consider a sample of n events, which consists of nB background events, and nS signal
events. A set of coordinates ~ξ must be chosen, so that each event can be assigned to a point
in the phase space defined by the relevant reaction to be studied. These coordinates can be
decay or production angles, invariant masses or other parameters, which can be calculated
from the measured four-vectors of any event. One of these coordinates is selected as the
reference coordinate, ξr. This is the only coordinate, for which a functional dependence of
the signal and background distributions must be known. Additionally, these functions may
also depend on a set of unknown variables, ~α. The distributions of the chosen reference
coordinates should show a clear difference between signal and background events and at
the same time should be easily expressible with analytic functions. In previous analyses
(see [28],[29]), one-dimensional invariant masses were used as the reference, since the
background (polynomial function) and signal shapes (Breit-Wigner or Voigt function, ...)
could be deduced from the data. In this analysis a similar approach was chosen with the
two-dimensional invariant mass of the two three-pion systems as the reference coordinates.

The final goal of this method is, to assign a so called Q-factor to each event, representing
the probability, that this event is originating from the signal sample. Therefore, a metric
must be defined, which can be used to measure distances in the relevant phase space
spanned by the ~ξ coordinates. Here, a modified Euclidean metric was chosen, for which
the distance between two events i and j is given by

d2
i,j =

∑

k 6=r

[
ξik − ξ

j
k

∆k

]2

, (3.12)
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where the sum runs over all coordinates ξk, excluding the reference coordinate ξr. The
normalization ∆k by default is set to the largest possible distance between two events in the
coordinate ξk. Considering an angular distribution of the form ξk = cos(θ) as an example,
the values of ξk can vary between −1 and 1. Thus, the corresponding normalization would
be chosen to be ∆k = 2 by default. By normalizing all coordinates to their range, an equal
weighting is achieved. It is possible, that one or more coordinates require a larger weight,
so that fine structures present in the distributions of the corresponding coordinates can
be accounted for. This could e.g. be necessary for an invariant mass, in which a resonance
is visible as a peak, leading to a large rising gradient. In this case, the normalization can
be modified to give more weight to this coordinate. The effect of this over-weighting has
to be carefully studied using MC simulations.
The idea is, that each event can be assigned a probability to originate from the signal
sample. Apart from the reference coordinate, a number of nc nearest neighbors around a
considered seed event are contained in a phase space cell that is so small, that they can not
be distinguished any more. Thus, it is reasonable to interpret the signal-to-background
ratio in this cell as the local probability density. Finally, a fit to the distribution of the
reference coordinate for the selected nc neighbor events is performed, using the previously
selected functional dependencies. Technically, an unbinned maximum-likelihood fit is cho-
sen due to the low number of events in each fit, to estimate the unknown parameters ~α of
the signal (Fs(ξr,~α)) and background (Fb(ξr,~α)) functions. In the last step, the Q-factor
for each event i is calculated as

Qi =
Fs(ξ

i
r,α̂i)

Fs(ξir,α̂i) + Fb(ξir,α̂i)
. (3.13)

This procedure is repeated for all events, and the obtained Qi values are used as event
weights for further analysis steps.

3.4.2 Application to this Analysis

As described in the previous section, a two-dimensional fit to the 3π versus 3π invariant
mass distribution (reference coordinate) must be performed for each event. To be able,
to fit a function to this distribution, which describes not only the signal, but also the
background shape, the narrow cut to the signal region (light blue circle in Figure 3.8e)
must be temporarily removed. Instead, a region defined by

|m(π+
1 π
−
1 π

0
1)−m(ωPDG)| ≤ 80 MeV/c2 (3.14)

|m(π+
2 π
−
2 π

0
2)−m(ωPDG)| ≤ 80 MeV/c2 (3.15)

is selected from the data. The same narrow cut as used before, namely a circle with a radius
of 26 MeV/c2, will be re-introduced, after all Q-factors have been calculated. To determine
the functional dependencies of the signal and background from the reference coordinate,
different phase space distributed MC samples have been generated and analyzed. The
upper row of plots in Figure 3.11 shows the 3π versus 3π invariant mass for different MC
samples after all selection criteria have been applied. The left plot shows the distribution
of events from a phase space distributed MC sample generated with the topology J/ψ →
γπ+π−π0π+π−π0. This type of background is rising linearly along both 3π mass axes.
To parametrize this distribution, two linear functions, one for each 3π axis, forming a
plane have been chosen. One free parameter per linear function, the slope, is allowed. For
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Fig. 3.11: Upper row: 3π vs. 3π invariant mass distribution for MC events with the
topologies: J/ψ → γ6π (left), J/ψ → γ3πω (center) and J/ψ → γωω (right).
Lower row: Visualizations of the analytical functions used to describe the
distributions shown in the upper row.

comparison, the left plot in the lower row of Figure 3.11 shows an example of this part of
the background fit function.

A more sophisticated function is needed to describe background of the type 3πω. A MC
sample containing J/ψ → γωπ+π−π0 events has been studied. The 3π versus 3π mass
distribution of the reconstructed and selected events clearly shows two narrow bands at
the ω mass, which are intersecting, where both 3π systems are close to the nominal ω mass
(see central plot in upper row of Figure 3.11). Additionally, the amplitude of the ω bands
is increasing towards larger 3π masses. This behavior can be described by a Voigt function
in one, and a linear function in the other of the two 3π dimensions for each of the two
bands. Again, the slopes of the linear functions are free parameters. The Voigt function
is a convolution of a non-relativistic Breit-Wigner function, describing the natural mass
shape of the resonance, and a Gaussian function, modeling the detector resolution.

The Voigt function is defined as

V (m,µ,σ,Γ) =
1√
2πσ
<
[
W

(
1

2
√
σ

(m− µ) + i
Γ

2
√

2σ

)]
, (3.16)

where W symbolizes the complex error-function, µ and Γ are the fixed nominal mass and
width of the ω meson, as listed in [1]. The width of the Gaussian function, σ, is kept as a
free parameter. The central plot in the lower row of Figure 3.11 shows an example of this
background function. Due to the intersection of the two narrow ω bands, an enhancement
in the center of the plot, the ωω signal region, can be seen. This overlap will lead to a
peak in the one-dimensional projections of each of the two 3π systems originating from the
discussed background, not from misidentified ωω signal events. The sum of the functions
for the 6π and 3πω-type backgrounds is used to construct a total probability density
function for background contributions.
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For the description of signal events, a two-dimensional Voigt function is used. As described
before, the common mean value of the Gaussian and Breit-Wigner part of this function,
is set to the nominal mass of the ω, as well as the width Γ, which is set to the ωs natural
decay width. Again, the width of the Gaussian part of the distribution is a free parameter.

A dedicated MC sample was studied, the right plot in the upper row of Figure 3.11 shows
the reconstructed and selected events. A plot of the analytical function used to describe
the signal distribution is shown in the right plot of the lower row in Figure 3.11.

The metric includes different decay angular distributions and especially the squared in-
variant mass of the ωω system, which is the only coordinate not normalized to its range.
This coordinate has been weighted more strongly, so that the structures in the ωω mass,
like the enhancement at threshold or the peak of the ηc can be accounted for. The best
value for the normalization of this phase space coordinate has been determined using the
toy MC sample discussed in the subsequent section. Furthermore, the metric contains the
angle between the normal vectors of the ω decay planes transformed into the ωω helicity
system and the so called λ-parameter of both ω mesons. This parameter is the slope of
the ω → π+π−π0 Dalitz-plot, which is a characteristic property of the ω decay pattern
and therefore a coordinate with a strong separation power. The λ parameter is defined as

λ = |(~pπ+ × ~pπ−)|2, (3.17)

where ~pπ± describes the linear momentum of the corresponding pion in the helicity frame
of the ω. This parameter assumes its maximum value λmax for exactly symmetric de-
cays (120◦ between any pion pair) in the center of the Dalitz-plot. The distribution of
interest is the normalized λ-distribution, λ/λmax, which ranges from 0 to 1. While this
distribution rises linearly with a fixed slope for ω signal events, it is assumed to be flat
for non-ω background events. A summary of all coordinates entering the metric and their
normalizations is given in Table 3.2.

The parameters that are considered in the metric have been deliberately chosen to repre-
sent all parameters entering the construction of the partial wave amplitudes (see Chapter

Coordinate Description ∆k

cos(ϑγ) Polar angle of the radiative photon 2

χωω Angle between the normal vectors of the ω decay planes π/2

in the ωω helicity system

m2(ωω) Squared invariant mass of the ωω system 0.254 GeV2/c4

cos(ϑωωω1
) Polar decay angle of ω1 2

ϕωωω1
Azimuthal decay angle of ω1 π

cos(ϑωωω2
) Polar decay angle of ω2 2

ϕωωω2
Azimuthal decay angle of ω2 π

λω1/λmax Normalized slope parameter of the ω1 Dalitz plot 1

λω2/λmax Normalized slope parameter of the ω2 Dalitz plot 1

Table 3.2: Coordinates of the metric used for the Q-factor method and their normal-
izations. The upper right index indicates the relevant helicity system of the
coordinate, if applicable.
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4), so that they span the complete phase space of the reaction. Apart from the metric,
the number of nearest neighbors nc has to be set. If nc is chosen too small, the fits for the
single events are not converging well due to the small number of entries considered, while
for too large values the phase space cell under consideration becomes too large. This can
lead to the situation, that the density of the background contribution within the consid-
ered cell fluctuates too much and the obtained Q-factors might be systematically wrong.
After tests with nc between 25 and 1000 have been performed, a number of 200 nearest
neighbors was chosen.

3.4.3 Validation of the Q-Factor Method using a Toy MC Sample

Since the performance of the presented method is very sensitive to the choice of parameters
like the number of nearest neighbors or the normalization of all considered coordinates
in the metric, a means to effectively test the method is necessary. Two different toy MC
samples have been generated according to very rough amplitude models obtained from
mass dependent fits to the selected data in signal and sideband regions. The Q-factor
method was then applied to the combined generated data set, and the difference between
the generated and reconstructed signal and background samples was studied. This rather
complex method of testing had to be chosen, in order to ensure that the toy sample contains
all angular production and decay distributions, which are exploited by the chosen metric.

For this test, the selected data sample (light blue distribution in Figure 3.8e) was fitted
using a mass dependent PWA fit containing three Breit-Wigner shaped resonances. The
fitting procedure, amplitude construction and minimization technique will be discussed in
Chapter 4. This PWA fit is only used as a tool to obtain a reasonable amplitude model
for signal generation. It is explicitly not claimed here, that this fit can well describe the
data, but it gives a reasonable representation of all angular distributions and especially
the λ/λmax distributions and the invariant mass spectra under consideration. Similarly,
a fit to the data selected from the 3πω sideband (Box B1 in Fig. 3.8e) was performed,
using two resonances parametrized with Breit-Wigner line shapes. While for the fit in the
signal region all resonances decay into an ω meson pair, in the sideband it is assumed that
the resonances decay into one ω as well as an associated 3π system, to create the signal’s
final state. The partial wave analysis software PAWIAN (see [31]) can use a fitted model,
namely the values of fit parameters like amplitudes, phases, masses or widths to generate
events according to the model. The software was used to generate a data set from the
signal model, as well as the sideband model. Additionally, a set of phase space distributed
J/ψ → 6π events was generated. Finally, the two generated samples for the 3πω and the
6π events were mixed and are employed as the background sample. Table 3.3 lists the
relevant contributions and decays for the signal and background sample, respectively.

Signal model Background model

η(1760)→ ωω 0++ → ωπ+π−π0

f2(1910)→ ωω 2−+ → ωπ+π−π0

ηc → ωω 2(π+π−π0) (phase space distributed)

Table 3.3: Components of PWA fits in the signal and sideband regions. The obtained
models were used to generate toy MC samples.
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The obtained signal and background samples are mixed and subsequently the Q-factor
method is applied using this combined MC data set. Access to the MC truth information
on the origin of each single event (signal or background sample) is preserved throughout
the procedure, so that after all Q-factors have been determined, the performance of the
method can be checked by comparing the generated with the Q-weighted (for background:
(1 − Q)-weighted) distributions. Figure 3.12a shows the angular decay distributions, the
λ/λmax distribution and the 3π invariant mass for the ω candidates, while in Figure 3.12b
the invariant mass of the ωω system, the χ-angle between the ω decay planes and the
angular distribution of the radiative photon are shown.
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Fig. 3.12: Various angular and invariant mass distributions for events from a toy MC
sample. The generated signal (green) and background (orange) distributions
are overlayed with the Q-weighted (blue) and (1 − Q)-weighted (red) results
of the Q-factor method.
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The figures show the generated distributions for signal (green) and background (orange),
overlayed with the result of the Q-factor method. The full MC data set was weighted with
the obtained Q-factors, which shows the identified signal component (blue), as well as the
(1 − Q)-weighted MC data set interpreted as background contribution (red). It should
be noted here, that the cut to the ωω signal region (blue circle in 3.8e) has not yet been
re-introduced, so that all distributions show the results for the complete kinematic range.

A very good agreement between the MC truth distributions and the identified signal and
background contributions can be recognized. The deviations of the blue to the green, as
well as the orange to the red curve are almost negligible within statistical uncertainties.
This holds even for the non-smooth ωω invariant mass distribution. In the course of the
studies leading to this result, the weighting of the ωω invariant mass was varied in a large
range (1− 100, where 1 indicates a normalization to its full range), until the value for the
best agreement between MC truth and Q-factor identification was reached.

Figure 3.13 shows the calculated Q-factors for the generated signal (green) and background
events (orange). One can clearly see, that the Q-factors for signal events show a sharp
peak around Q = 1, while most of the background events are assigned with a weight near
zero, which demonstrates the separation power of the method performed for this toy MC
sample.
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Fig. 3.13: Calculated Q-factors for events originating from the generated signal sample
(green) and the background sample (orange)

Finally, the cut around the ωω peak in the 3π vs. 3π mass is re-introduced. Figures 3.14a
and 3.14b show again the distributions for all coordinates entering the metric to check,
how well the method performs for background events situated directly under the ωω peak.
The cut on the two-dimensional 3π mass is indicated by the red arrows in Figure 3.14a.
Note, that the invariant mass of the ωω system is shown in the left plot in Figure 3.14b on
a logarithmic scale, so that the differences between the generated and Q-factor weighted
distributions can be seen more clearly. Even here, a very good agreement is observed.
Quantitatively, the numbers of the generated signal and background events are compared
to the sums of the Q- and (1 − Q)-factors in Table 3.4. The errors of the individual
Q-factors were found to be negligible using the error estimation described in [28], so the
errors quoted in the table are purely statistical (rough estimation). Within the signal
region, the deviation between the generated signal events and the sum of the Q-factors
amounts to less than one sigma of the statistical error.
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Selected region Generated
∑

iQi Generated
∑

i(1−Qi)
signal events background events

Full sample 21527 22101± 149 13327 12743± 113

Signal region 18316 18433± 136 1585 1467± 38

Table 3.4: Number of generated signal and background events, in comparison with the
sums of all Q- and (1−Q)-factors
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Fig. 3.14: Various angular and invariant mass distributions for events from a toy MC
sample that are located in the ωω signal region (red arrows). The generated
signal (green) and background (orange) distributions are overlayed with the
Q-weighted (blue) and (1−Q)-weighted (red) results of the Q-factor method.
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3.4.4 Application to the Selected Data Set

Finally, theQ-factor method is applied to the selected data. After the initial event selection
(light blue distribution in Figure 3.8e) a sample of 87947 events was retained from the full
2009 and 2012 J/ψ data sample. Figure 3.15 shows a fit for the 200 nearest neighbors of
one single seed event as an example. Depicted are the two-dimensional mass distributions
which are subjected to the fit, as well as the single components of the fit function and the
composite fit function. To be able to compare fit and data for this example, the projections
of data and fit to both 3π axes are displayed as well.

) / MeV
offset-m

1(m

0
20

40
60

80
100

120
140

160

) / MeV

offset

-m2

(m

0
20

40
60

80
100

120
140

160

E
nt

rie
s

0

10

20

30

40

50

60

DATA (1 event, 200 neighbors)

) / MeV
offset-m

1(m
0

20
40

60
80

100
120

140
160) / MeV

offset

-m2

(m

0
20

40
60

80
100

120
140

160

a.
u.

Signal function

) / MeV
offset-m

1(m
0

20
40

60
80

100
120

140
160) / MeV

offset

-m2

(m

0
20

40
60

80
100

120
140

160

a.
u.

Background function

) / MeV
offset-m

1(m

0
20

40
60

80
100

120
140

160) / MeV

offset

-m2

(m

0
20

40
60

80
100

120
140

160

a.
u.

Fit function (Signal+Background)

(a)

) / MeVoffset-m
1

(m
0 50 100 150

E
nt

rie
s 

/ 9
M

eV

0

10

20

30

40

) / MeVoffset-m
2

(m
0 50 100 150

E
nt

rie
s 

/ 9
M

eV

0

10

20

30

40

(b)

Fig. 3.15: Example fit for the 200 nearest neighbors of one seed event. (a) shows the
3π vs. 3π mass distribution for data (upper left), the signal function (upper
right), the background function (lower left) and the complete fit function (lower
right). Projections of data (blue symbols) and the fit function (red shaded)
are shown in (b) for comparison.
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The sum of all obtained Q-factors is treated as the number of signal events in the selected
sample, yielding a number of

∑
iQi = 75245 signal events. Thus, a number of 12702 back-

ground events was identified and removed. This corresponds to a background fraction of
∼ 14.4% in the selected sample, which is in very good agreement with the estimations
from the two-dimensional sidebands. Figures 3.17 and 3.16c show the angular distribu-
tions, normalized λ distributions and different invariant mass spectra for the Q-weighted
and (1−Q)-weighted data. The gray shaded histograms show the distributions from the
sidebands, scaled to the integral of the (1−Q)-weighted distributions. Also here, a good
agreement between expectations from sideband selections and (1−Q)-weighted data is ob-
served. Figures 3.16a and 3.16b show the Q-weighted γωω and 3π Dalitz plots. While the
3π Dalitz plot shows a smooth distribution which peaks in the center, two structures can
be clearly seen in the γωω Dalitz plot. The narrow diagonal band at low invariant mass
squares corresponds to the ηc, while the broad band in the upper right corner represents the
enhancement at the ωω threshold. In general, the Q-factor method presented and applied
in this work can be seen as a multidimensional generalization of a sideband-subtraction,
in which as many variables as needed can be considered simultaneously.
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Fig. 3.16: Dalitz plots of the γωω (a) and π+π−π0 (b) systems after application of all
cuts and including Q-factor weights. (c) shows the invariant ωω mass, χ angle
between the ω decay planes and cos(ϑ) distribution of the radiative photon for
events within the region marked with red arrows in Fig. 3.17 from data.
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Fig. 3.17: Decay angular distributions, λ/λmax and 3π invariant mass distributions for
the two ω candidates (left and right) for events within the region marked with
red arrows from data.
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4 Partial Wave Analysis

The decay of a particle into a specific final state in most cases can proceed via a num-
ber of intermediate states. In the simplest case, the identification and determination of
the properties of intermediate resonances can be performed by analyzing one-dimensional
(mass) distributions, or by performing Dalitz-Plot analyses. In this analysis, the decay
J/ψ → γωω was selected, but a Dalitz-Plot analysis is not applicable here, since the
J/ψ as well as all three daughter particles exhibit a spin J = 1. The invariant mass of
the ωω system shows a clear and isolated peak at a mass of about 2.98 GeV/c2, which
is assumed to be identified with the charmonium ground state, the ηc, according to its
mass and width. However, to verify this assumption, it is necessary to also identify the
JPC quantum numbers of the resonance. Access to these properties can be gained by
the analysis of the angular distributions, since these show a characteristic behaviour de-
pending on the spin-parity of the resonance under study. Therefore a simple spin-parity
analysis, which has been applied by various experiments in the past, can be performed by
one-dimensional fits to the corresponding angular distributions. However, difficulties arise
when one has to deal with very broad, overlapping or weakly contributing resonances,
that can not easily be identified in an invariant mass spectrum. Additionally, overlapping
resonances may interfere with each other, which requires a more sophisticated description
of the decay. In these cases, a decomposition of the different contributions is virtually im-
possible, when only one- or two-dimensional projections of the phasespace are interpreted.
Therefore a full partial wave decomposition is required, which provides the possibility to
simultaneously describe all dimensions of the phasespace and allows for interference be-
tween different components. The method is based on a concept from scattering theory,
in which the quantum mechanical state of a particle can be interpreted as a plane wave.
The scattering of such a plane wave off a given potential can be solved by expanding the
scattering amplitude into partial wave amplitudes according to the contributing orbital
angular momentum [32].

A similar procedure is applied in partial wave analyses: Here, the observed intensity
is given by the absolute square of a (coherent) sum of partial wave amplitudes, which
corresponds to the differential cross section of the reaction. The contributing partial wave
amplitudes are identified with sets of different quantum numbers. The definition of the
amplitude in this framework requires a description of the decay pattern (see Section 4.2),
a formalism to describe the particles’ spins (see Section 4.3) and finally the dynamical
part of the amplitude for each corresponding resonance. In the easiest case this can be a
parametrization of the observed line shape visible in the invariant mass spectrum of the
daughter particles of the corresponding resonances (cf. Section 4.4.2).

The partial wave analysis (PWA) presented in this work has been carried out with the
software package PAWIAN (Partial W ave I nteractive AN alysis), which is being devel-
oped at Institut für Experimentalphysik I, Ruhr-Universität Bochum. PAWIAN is a
user-friendly and highly modular PWA software package written in C++, which provides
a framework for the generic construction of production and decay amplitudes in different
spin-formalisms (covariant, helicity or covariant tensor formalism), based on plain-text
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configuration files as the user input [31]. The data is fitted using an event-based maxi-
mum likelihood fit, for which the minimization is carried out with the external MINUIT2
package.

In this chapter the construction of the amplitudes relevant for this analysis and the results
of a model independent as well as a model dependent PWA will be discussed.

4.1 Analysis Strategy

One goal of this analysis is, to identify the contributions to the observed intensity in
the complete ωω system from the large enhancement at the ωω mass threshold up to
the mass of the ηc. Since it is not a priori clear, which resonances or partial waves
contribute, in a first step a model independent, sometimes also called mass independent
analysis is performed. In this case the dynamical part of the amplitudes, corresponding
to the parametrization of the line shape, is omitted from the description. The data is
then analyzed in bins of the invariant ωω mass. These bins must be narrow enough so
that it is a valid assumption to approximate the mass dependence of the amplitude to be
constant, but not narrower than the mass resolution. To ensure this, the mass resolution
over the full ωω invariant mass range has been studied (see Section 4.7.1). For the model
independent PWA, each bin is treated individually.

The results of the model independent analysis finally provide a guidance for the model
dependent analysis discussed in Section 4.8. The K-matrix formalism [33] is used for the
description of the dynamical parts of the amplitudes in this part of the analysis. The goal
is, to identify the dominant contributions while at the same time a good description of
the data over the full ωω mass range should be achieved. Additionally, the data in the
mass region of the ηc is analyzed separately to study the ηc production mechanism and
extract the ηc → ωω branching fraction, without the need to obtain a good description
over the full mass range. Here, the line shape of the ηc is parametrized with a relativistic
Breit-Wigner function with two modifications to account for the distortion of the ηc line
shape in the pure magnetic dipole transition J/ψ → γηc (cf. Chapter 5).

4.2 The Isobar Model

The description of decay chains in this PWA is based on the isobar model, in which each
decay of a particle is described by a sequence of two-body decays. This holds true for
the decay of most short-lived resonances, while there are some exceptions to this empiric
rule as for the three-body decays of mostly light mesons like the ω or η decaying e.g. into
π+π−π0. The decay chain of the analysis presented here contains two of the two-body
decays discussed above, namely

J/ψ → γX and X → ωω,

as well as the three-body decays of both ω mesons. To correctly describe the full decay
tree in the PWA software without the need to parameterize the resonance line-shapes of
the ω mesons, their decays into three pions are included in the phase space distributed
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MC sample with the correct line shape. An intermediate resonance X decaying into ωω,
which is produced in a radiative decay of the J/ψ, may have the quantum numbers

IG(JPC) ∈{0+(0−+), 0+(0++), 0+(1++), 0+(2−+), 0+(2++)}, (4.1)

Naming convention: η f0 f1 η2 f2

when restricting the analysis to resonances with a total angular momentum of J ≤ 2. Ad-
ditionally, the possible contribution of a spin-exotic component with the quantum numbers
IG(JPC) = 0+(1−+) was included in all studies for completeness.

4.3 The Helicity Formalism

The amplitudes of all two-body decays in this analysis are described in the helicity for-
malism, which is one possible choice of a spin formalism. One feature of the helicity
formalism is, that particles with and without rest mass can be treated equally, which
simplifies calculations. An even more advanced spin-formalism is given by the Lorentz in-
variant Rarita-Schwinger formalism, which was also implemented into the PWA software
PAWIAN, but not fully tested and verified at the time of this analysis.

Some amplitudes are finally transformed into different coordinate systems to simplify the
interpretation of the fit parameters or to exploit properties, known for special types of
decays, such as the radiative decay of the J/ψ. The decay amplitudes of the radiative
decay are transformed to the radiative multipole basis, while all other decay amplitudes
are finally expanded in the LS basis (see [34]). This expansion is used, since L and S are
meaningful quantum numbers for the system under study, e.g. due to the L dependence
of the centrifugal barrier factors. Conservation laws lead to a reduction of the number of
free parameters for the minimization, which will be discussed in more detail in Section
4.3.2.

4.3.1 Canonical and Helicity States

A single particle at rest can be described by its total spin j, as well as the projection m
of the spin to a fixed quantization axis, e.g. the z-axis, yielding the state vector |j,m〉.
These state vectors are called canonical base vectors, which represent a complete set of
orthogonal states, thus fulfillinig the relations

∑

j,m

|j,m〉〈j,m| = 1 and 〈j′,m′|j,m〉 = δj′jδm′m . (4.2)

Each state may now be expressed in the helicity base, in which the direction of movement
of the particle is the quantization axis. However, to transform any state into the helicity
frame, it is necessary to first define an arbitrary rotation of a canonical angular momentum
eigenstate. Consider a unitary operator r̂(α,β,γ), where α, β and γ denote the Euler
angles, which acts on the states |j,m〉 and provides the means of rotating this state into
any direction. It is shown in [35], that the rotation can be written as

r̂(α,β,γ)|j,m〉 =
∑

m′
|j,m′〉Dj

mm′(α,β,γ), (4.3)
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frame where the particle has momentum p⃗.
The advantage of the canonical state as defined in Eq. (2.14) is that the state transforms

formally under rotation in the same way as the “rest-state” |jm⟩:

U [R] |p⃗, jm⟩ = U [R
◦
R] U [Lz(p)] U−1[R

◦
R] U [R] |jm⟩

=
∑

m′

Dj
m′m(R) |R p⃗, jm′⟩ ,

(2.15)

where one has used Eq. (1.5). It is clear from the relation (2.15) that one may take over all
the non-relativistic spin formalisms and apply them to situations involving relativistic par-
ticles with spin. One ought to remember, however, that the z-component of spin is defined
only in the particle rest frame obtained from the frame where the particle has momentum p⃗
via the pure Lorentz transformation L−1(p⃗ ) as given in Eq. (2.7) [see Fig. 1.1(a)].

Figure 1.1: The orientation of the coordinate systems associated with a particle at rest in the (a)

canonical (x̂c, ŷc, ẑc), and (b) helicity description (x̂h = ŷh × ẑh, ŷh ∝ ẑ × p̂, ẑh = p̂).

Next, we shall define the helicity state describing a single particle with spin j and mo-
mentum p⃗ [see Fig. 1.1(b)]:

|p⃗, jλ⟩ = |φ, θ, p, jλ⟩ = U [L(p⃗ )] U [
◦
R(φ, θ, 0)] |jλ⟩

= U [
◦
R(φ, θ, 0)] U [Lz(p)] |jλ⟩ .

(2.16)

Helicity states may be defined in two different ways. One may first rotate the rest state |jλ⟩
by

◦
R, so that the quantization axis is along the p⃗ direction and then boost the system along

p⃗ to obtain the helicity state |p⃗, jλ⟩. Or, equivalently, one may first boost the rest state
|jλ⟩ along the z-axis and then rotate the system to obtain the state |p⃗, jλ⟩. That these two
different definitions of helicity state are equivalent is obvious from the relation (2.12).

One sees that, by definition, the helicity quantum number λ is the component of the spin

4

Fig. 4.1: Illustration of the coordinate systems of the canonical system (left) as well as
the helicity system (right). [35]

where Dj
mm′ denotes the Wigner-D-matrices. These matrices are given by [35]

Dj
mm′(α,β,γ) = 〈jm′|r̂(α,β,γ)|j,m〉 (4.4)

= e−im
′αdjm′m(β)e−imγ , (4.5)

whereas the Wigner-(small)-d-matrices can be found tabulated e.g. in [1].

To transform a state at rest into any other reference frame, in which the particle may have
the linear momentum ~p, a Lorentz transformation is used, which can be factorized into
rotations using the operator r̂ introduced above, and a Lorentz boost l̂ along a defined
axis. It is a common choice to use α = ϕ, β = ϑ and γ = 0, and to choose the Lorentz
boost to act along the z-axis. Since γ describes a rotation around the z-axis, and this is
the axis chosen for quantization, the choice γ = 0 is valid without loss of generality. A
state is transformed into the canonical reference system by first applying a rotation, so
that the z-axis is rotated to match the axis of the particles momentum ~p, then applying
a Lorentz-boost along the z-axis and finally rotating the state back, so that all axes have
the same orientation as before the first operation. This system is illustrated in the left
part of Figure 4.1. In terms of the defined operators this operation can be written as

|~p,j,m〉 = r̂−1(ϕ,ϑ,0)l̂z(~p)r̂(ϕ,ϑ,0)|j,m〉. (4.6)

Analogously, a state can also be described by its helicity, instead of the quantity m. The
helicity is defined as the projection of a particles’ spin onto its direction of movement
given by λ = ~s · ~p, and a state |j,λ〉 therefore is an eigenstate of the helicity operator. A
transformation into the helicity frame is achieved by performing an operation very similar
to the transformation into the canonical system, only that the last rotation is omitted.
Thus, the transformed z-axis stays parallel to the direction of motion of the particle. This
can be expressed using the rotation and boost operators as

|~p,j,λ〉 = l̂z(~p)r̂(ϕ,ϑ,0)|j,λ〉. (4.7)

The new y-axis in the helicity system, called yh, is then defined to be perpendicular to both
the old z-axis as well as the direction of motion, which defines the new z-axis (ŷh ∝ ẑ× p̂).
The orientation of the axes in the helicity system is illustrated in the right part of Figure
4.1.
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4.3.2 Helicity Amplitudes

Now the transition amplitude for the decay of a particle a with total angular momentum
Ja and the projection of the spin onto an arbitrarily defined axis given as Ma, into two
daughter particles b and c can be constructed. It is shown in detail in [35] and [36] that
the transition amplitude for this decay in general can be written as

AJa,Ma

λbλc
(a→ b+ c) =

√
2Ja + 1

4π
DJa∗
Maλ

(ϕ,ϑ,0)F Jaλbλc , (4.8)

with λb and λc being the helicities of the daughter particles and λ = λb − λc. The last
term, F Jaλbλc , represents the (complex) fit parameter which is optimized in the PWA fit.
However, depending on symmetry relations or conservation laws, some of these amplitudes
may vanish and therefore reduce the number of free parameters in the fit. If for the decay
a → b + c parity is conserved, the parameters F Jaλbλc and F Ja−λb−λc are correlated by the
relation

F Jaλbλc = Pa · Pb · Pc · (−1)−Ja+Jb+JcF Ja−λb−λc , (4.9)

where Pi with i ∈ {a,b,c} denotes the intrinsic parity of the corresponding particle and
Ji its total angular momentum. Due to this relation, the number of independent helicity
amplitudes is almost reduced by a factor of two [36]. If the initial state is not identified by
the quantity Ma, but instead by its helicity, Ma is replaced with λa in the formula above.
Due to the different transformations and expansions, from here on the radiative decay of
the J/ψ, and the subsequent decays are treated separately.

Radiative Decay of the J/ψ

For the radiative decay J/ψ → γX, the initial state (a = J/ψ) is described by its total
angular momentum Ja = JJ/ψ and the projection of the spin onto the axis of the beam
(z-axis), Ma = MJ/ψ. In this case, the initial state can not be described in the helicity
system. For the spin projection of the J/ψ only the values MJ/ψ = ±1 are allowed. This
restriction is caused by the QED interaction e+e− → γ∗ at energies large compared to the
electron mass, since in this case electrons only couple to positrons of the opposite helicity
(cf. [36]). Another consequence is that the radiative photon can only carry the helicities
λγ = ±1.

As long as the electron and positron beams are unpolarized, the dependence on the polar
angle ϕ vanishes. The amplitude given in 4.8 therefore reduces to

A
JJ/ψ ,MJ/ψ

λγλX
(J/ψ → γ +X) =

√
2JJ/ψ + 1

4π
d
JJ/ψ
MJ/ψλ

(ϑ)F
JJ/ψ
λγλX

(4.10)

=

√
3

4π
d1
MJ/ψλ

(ϑ)F 1
λγλX

. (4.11)

Note, that especially the Wigner-D matrices have been replaced by the Wigner-(small)-d
matrices, due to the omitted dependence on ϕ. For this radiative decay, an expansion in
the radiative multipoles related to the corresponding final state photon is meaningful. An
example is the decay J/ψ → γηc, which is a pure magnetic dipole transition, so the fit
parameters of the amplitudes in the radiative multipole basis have a physical interpretation
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JPC of resonance X Allowed multipole Corresponding (L,S) combinations

transitions

0−+ M1 (1,1)

1−+ M1,E2 (1,0), (1,1), (1,2)

2−+ M1,E2,M3 (1,1), (1,2), (3,2), (3,3)

0++ E1 (0,1), (2,1)

1++ E1,M2 (0,1), (2,1), (2,2)

2++ E1,M2,E3 (0,1), (2,1), (2,2), (2,3), (4,3)

Table 4.1: Allowed multipole transitions in dependence of the JPC quantum numbers of
a resonance X in the radiative decay J/ψ → γX

in this case. The transformation from the helicity amplitude to the radiative multipole
basis is given by [37] [38] [39]

F
JJ/ψ
λγλX

=
∑

Jγ

√
2Jγ + 1

2JJ/ψ + 1
〈Jγ ,λγ ; JJ/ψ,λX − λγ |JX ,λX〉a

JJ/ψ
Jγ

. (4.12)

Here, Jγ denotes the angular momentum carried by the radiative photon, which is limited
to |JJ/ψ − JX | ≤ Jγ ≤ |JJ/ψ + JX |. The single terms of this expansion can be identified
with magnetic or electric dipole (M1/E1), quadrupole (M2/E2) and octupole (M3/E3)
transitions, depending on the spin and parity of both the initial state (in this case the
J/ψ) and the resonance X. Since the photon carries the quantum numbers 1−−, radiative
transitions can only occur between two states of different C-parity. If the product of the
parities of the initial (PJ/ψ) and the final state (PX) is equal to (−1)Jγ , one speaks of an

EJγ transition, while processes for which PJ/ψ ·PX = (−1)Jγ+1 are called MJγ transitions.
In general, when more than one multipole transition is allowed, only the lowest one (M1
or E1) shows a dominant contribution, however higher order multipole contributions have
also been observed for certain transitions [39]. Table 4.1 shows the multipole amplitudes
considered in this analysis in dependence on the JPC of the resonance X, each of which
is represented by one (complex) fit parameter. In this case, an expansion in the LS-basis
would lead to a larger number of amplitudes, which are also listed in Table 4.1.

Subsequent Decay of a Resonance into a Pair of ω Mesons

For the decay of intermediate resonances X → ωω, the ”initial” state X may be described
in the helicity system, and therefore the quantity Ma in equation 4.8 is replaced by the
helicity λa = λX of X with respect to the quantization axis of the helicity system. The
helicity amplitudes for this decay are transformed into the so called LS basis, as the
angular momentum between the daughter particles and the spin are meaningful quantum
numbers for the systems under study. In general it is desirable to have fit parameters
directly associated to these quantities. The transformation of the amplitude writes as [34]

F JXλω1λω2
=
∑

L,S

√
2L+ 1

2JX + 1
〈L,0;S,λ|JX ,λ〉〈sω1 ,λω1 ; sω2 ,− λω2 |S,λ〉 · αJXLS , (4.13)
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JPC of resonance X Allowed LS-combinations

0−+ L = 1, S = 1

1−+ L = 1, S = 1

2−+ L = 1, S = 1

L = 3, S = 1

0++ L = 0, S = 0

L = 2, S = 2

1++ L = 2, S = 2

2++ L = 0, S = 2

L = 2, S = 0

L = 2, S = 2

L = 4, S = 2

Table 4.2: Allowed LS combinations for various JPC quantum numbers of a resonance
X decaying into a pair of ω mesons.

where the possible values for L and S are limited by |Jω1 − Jω2 | ≤ S ≤ |Jω1 + Jω2 | and
|L − S| ≤ JX ≤ |L + S|. Also in this case, the selection rule due to parity conservation,
which can be written as PX = Pω1 · Pω2 · (−1)L for mesons, must be satisfied. Since in
this decay the two daughter particles are identical, as an effect of symmetrization, the
relation L + S = even must be observed, which again reduces the number of allowed
LS-combinations and thereby also the number of fit parameters [35]. Table 4.2 gives an
overview over the allowed LS-combinations in dependence of the JPC quantum numbers
of the resonance X.

Both transformations (4.12) and (4.13) contain Clebsch-Gordon coefficients, which are
noted as 〈j1,s1; j2,s2|JS〉 and can be found tabulated e.g. in [1].

The ω → π+π−π0 Decay

The three-body decays of the two ω resonances must be treated separately. To formulate
this special decay amplitude, one makes use of the λ-parameter, the characteristic slope of
the ω → π+π−π0 Dalitz plot, again (compare equation (3.17) in Section 3.4.2). In order
to distinguish this quantity from the helicities appearing in this context, the Dalitz plot
slope will be denoted as λ̃ in the following formula. A single decay plane for all daughter
particles of the ω decay can be defined. The normal vector to this decay plane, ~n, is
described in terms of the Euler angles ϑn, ϕn and γn := 0 in the helicity frame of the
ω. With µ = ~Jω · ~n being the projection of the ω mesons spin to the direction of ~n, the
amplitude reads as

AJωλω(ω → π+π−π0) =

√
3

4π
·D1∗

λωµ(ϕn,ϑn,0) · λ̃µ, (4.14)

where only the case µ = 0 is allowed for this decay [29].
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4.4 The Dynamical Part of the Amplitude

While for the model independent analysis the dynamical (or energy dependent) part of the
amplitudes was omitted, the K-matrix formalism was employed for the model dependent
analysis. A relativistic Breit-Wigner parametrization was used for tests of the model
dependent PWA, as well as for the measurement of the ηc → ωω branching fraction. Both
will be presented briefly in this section.

4.4.1 Centrifugal Barrier Factors

The invariant mass of the ω meson pair extends from the ωω production threshold up to
approximately the mass of the J/ψ, because the energy of the radiative photon is not lim-
ited to a minimal value1. The observed line shape of a resonance is known to be distorted
for small invariant masses at the beginning of the phase space, which here corresponds
to small momenta of the ω mesons in the rest frame of the decaying resonance. The dis-
tortion originates from a limitation of the maximum contributing angular momentum L
for slowly moving daughter particles. It is described in [1], that the decay particles can
not generate sufficient angular momentum to conserve the spin of the decaying resonance,
when the impact parameter is close to or smaller than the ”meson radius” denoted as R.
When dealing with decays of (light) mesons, this radius is usually chosen to be R = 1 fm,
while for the decays of heavier resonances like charmonia, a somewhat smaller value of
≈ 0.3 fm is commonly used [40][41]. The latter value has also been used in this analysis,
however [41] reports, that the distortion of the resonances line shape does not strongly
depend on the parameter R.

The L-dependent distortion of the line shape is described by the Blatt-Weisskopf barrier
factors (BWK factors), which depend on the linear momentum q of the daughter particles,
as well as the scale parameter qR = ~c

R . Using the definition z = (q/qR)2, the BWK factors
of the form bL(z) are listed in Table 4.3 for angular momenta up to L = 4, which is the
maximum value of L occuring in this analysis. The barrier factors are normalized to 1,
when q reaches the value qR. Furthermore, for a resonance with a given pole mass m0, the
nominal momentum q0 of the daughter particles in the rest frame of the resonance can be
calculated, so that barrier factors of the form

BL(q,q0) =
bL(q)

bL(q0)
(4.15)

are finally used. Apart from the distortion of a resonance (X) line shape due to its decay
BWK factors, also the barrier factors relevant for the decay of the mother resonance (J/ψ),
in which the resonance X is produced, have an influence on the line shape. However, this
effect is important for large invariant masses of the ωω system, where the momentum of
X gets small. For these production BWK factors, the breakup momentum q0 is chosen to
coincide with the ωω mass threshold.

The BWK barrier factors are needed to describe the varying shape of the ”object” under
study, thus they are related closely to the form factor. For the study of the ηc (see
Section 5), a different description of the line shape was used, due to the knowledge on
the transition form factor relevant for the radiative decay of the J/ψ, in which the ηc

1However, the energy threshold of the electromagnetic calorimeter presents a technical limitation on the
photon energy of Eγ,min. = 25 MeV (valid for the barrel part of the EMC)
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L bL(z)

0 1

1
√

2z
z+1

2
√

13z2

(z−3)2+9z

3
√

277z3

z(z−15)2+9(2z−5)2

4
√

12746z4

(z2−45z+105)2+25z(2z−21)2

Table 4.3: Blatt-Weisskopf barrier factors for angular momenta up to L = 4 [42]

is produced. The energy dependence of this transition form factor however also shows a
strong qL dependence, which underlines the similarity to the BWK factors.

Both, the BWK factors for the decay as well as the production of resonances are imple-
mented into the PAWIAN software. The decay barrier factors are incorporated into the
parameterization of the dynamical part of the amplitude (e.g. the Breit-Wigner function,
see next paragraph).

4.4.2 Breit-Wigner Parametrization

A simple form to parameterize the line shape of a resonance is given by the relativistic
Breit-Wigner function, which can be written as

BW (m) =
m0ΓBL(q,q0)

m2
0 −m2 − i(ρ/ρ0)m0ΓB2

L(q,q0)
. (4.16)

The parameters m0 and Γ denote the nominal mass and width of the resonance, the
BL(q,q0) stand for the normalized barrier factors introduced in Section 4.4.1 and ρ as well
as ρ0 describe the phase space factors, which are defined as

ρ(m) =

√√√√
(

1−
(
mb +mc

m

)2
)
·
(

1−
(
mb −mc

m

)2
)

(4.17)

and ρ0 = ρ(m0), respectively. Here mb and mc are the masses of the two daughter
particles of the resonance to be described. This parameterization in principle is only
valid for isolated, non-overlapping resonances far from the thresholds of additional decay
channels.

While for the model independent PWA no parametrization for the energy dependence
of the amplitudes is necessary, the ηc resonance is described with a relativistic Breit-
Wigner function for the extraction of the ηc → ωω branching fraction. For these model
dependent fits some modifications to the relativistic Breit-Wigner were used, to account
for the radiative M1-transition. This parametrization is discussed in detail in Chapter 5.

4.4.3 K-Matrix Formalism

The situation for the model dependent analysis covering the full ωω mass range is some-
what more complicated. Here it is to be expected that multiple overlapping resonances
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occur, and maybe even contributions to the observed intensity which originate from reso-
nances below the ωω mass threshold. In this case, a description with multiple Breit-Wigner
functions is not appropriate and a more complex formalism must be used. The K-matrix
formalism provides sufficient features to describe overlapping resonances and even accounts
for rescattering while at the same time unitarity is maintained. However, in practice the
application of this formalism can be demanding, e.g. due to unknown coupling strengths
of resonances to various final states. The strategy employed in this analysis will be dis-
cussed after a brief overview over the general principle of the K-matrix formalism and the
necessary definitions. A detailed description of the K-matrix formalism can be found in
[33] and [43].

The K-matrix formalism was originally developed to describe resonances in nuclear inter-
actions, but its applicability in meson spectroscopy was quickly recognized. In general,
the formalism describes two-body scattering processes of the form a + b → c + d. The
transition amplitude to find an initial state |i〉 in a specific final state |f〉 can be written
as

Sfi = 〈f |S|i〉, (4.18)

where S denotes the scattering operator. Since the incoming and outgoing intensity must
be conserved (conservation of probability), one can deduce that the scattering operator is
unitary, thus fulfilling the relation SS† = S†S = 1, with 1 being the identity operator. One
may now separate the S matrix into a part that describes the probability that the initial
and the final state do not interact at all (1), and a term that describes the interaction (T )
as

S = 1 + 2iT. (4.19)

To obtain a simple unitary parameterization of the S matrix, one can now introduce the
K-operator, or the K-matrix, defined as

K−1 = T−1 + i1. (4.20)

This newly defined operator is hermitian (K = K†) and from time reversal invariance of S
and T one can conclude, that the K-operator must be symmetric and the corresponding
K-matrix can be chosen to be real and symmetric (cf. [33]). The T - and K- operators are
a priori not Lorentz invariant due to their dependence on the phase space factors ρ(m)
(cf. equation 4.17) of the two-body initial and final states. To obtain Lorentz invariant
operators, the phase space factors may be separated from T and K as

Tij =
√
ρiT̂ij

√
ρj and Kij =

√
ρiK̂ij

√
ρj . (4.21)

The ρi denote here the diagonal elements of a n × n matrix for n open channels, which
contains the phase space factors of the form given in equation (4.17). Considering a number
of resonances (referred to with the index α) that should be described in a K-matrix, with
the nominal masses mα, the elements of the K-matrix can be written as

K̂ij =
∑

α

gαigαjB
αi
L (qi,qαi)B

αj
L (qj ,qαj)

m2
α −m2

+ cij . (4.22)
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The indices i and j represent the different channels of the initial and final state, BL(...)
denotes the normalized BWK barrier factor as defined in equation (4.15) and the so
called g-factors, gαi describe the coupling strength of the resonance α to the channel i.
It is allowed to add a polynomial term cij to every K-matrix element without violating
unitarity, which represents non-resonant background (not experimental background!). The
g-factors can be expressed in terms of the partial widths Γαi of a resonance α in the channel
i and its mass mα as

gαi =

√
mαΓαi
ρi(mα)

. (4.23)

To be applicable for analyses like the one presented here, the K-matrix formalism must be
extended from a description of two-body scattering to the production of resonances. This
procedure is reported in [43] and is based on the replacement of the scattering amplitude
T̂ by the Lorentz invariant transition amplitude

F̂ = (1− iρK̂)−1P̂ . (4.24)

In this approach the production vector P̂ is defined as

P̂ =
∑

α

βαgαiB
αi
L (q,qαi)

m2
α −m2

, (4.25)

with βα = β̃α
√
mαΓα. The parameter β̃α represents the production strength of a resonance

α and is in general a (complex) free parameter in the fit. When only a single resonance
and its decay into a single final state are considered, the parameterization reduces to a
simple relativistic Breit-Wigner function.

4.4.4 Determination of T -Matrix Pole Parameters

It is of practical importance to mention here, that the poles of the K-matrix are not
identical with those of the T -matrix, which represent the physically observable poles of
resonances in terms of their mass and width. The pole parameters (mα and Γα) of the K-
matrix can not easily be transformed into T -matrix pole parameters, instead a numerical
solution was employed here: For given K-matrix parameters, the corresponding T -matrix
is evaluated at various points of the complex energy plane, based on the definition of the
complex energy as E = m − i(Γ/2). [44] The PAWIAN package provides a tool, with
which this complex plane is scanned with a given step size, and pole positions m and
corresponding widths Γ of found T -matrix poles are reported. This method was used for
all K-matrix parameterizations discussed in Section 4.8.

While a description utilizing the K-matrix is in general to be preferred over a parameteri-
zation based on multiple Breit-Wigner functions, various difficulties arise while performing
the analysis: It is not easily possible to release the pole masses and widths of single res-
onances as free fit parameters when the K-matrix parameters are chosen, since both the
position of the pole, as well as its g-factor can possibly influence the corresponding T -
matrix pole positions and widths of all other resonances described in the same K-matrix.
Similarly, when fixing the K-matrix pole mass of a resonance while at the same time the
g-factor is varied, the corresponding T -matrix pole might be shifted. The same argument
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is valid for the case, when an additional resonance should be considered or is dropped from
an existing K-matrix parameterization. This circumstance requires an iterative approach
to obtain a reasonable description of the data and is much more time consuming than
the handling of various Breit-Wigner functions. Additionally, most resonances couple to
a number of different final states, which in principle all must be considered in the corre-
sponding K-matrix parameterization, to maintain unitarity and conserve the total width
of the resonance. Here the problem arises, that for poorly measured states neither the
total width, nor most (or all) of the g-factors are known. Due to this severe limitation, in
this analysis a coupling only to the ωω channel is considered. Although this description
is not fully correct, it is feasible and at least provides a much better representation of the
distorted line shapes for overlapping resonances, than a description using Breit-Wigner
functions.

4.5 Differential Cross Section and Likelihood Function

Taking into account the full decay tree, starting from the J/ψ down to the final state
pions, the differential cross section must contain the decay amplitudes of the processes
J/ψ → γX, X → ωω and finally the three-body decays of both ω mesons into π+π−π0.
The differential cross section is given by

dσ

dΩ
∝ w =

∑

λγ=−1,1

∑

M=−1,1

∣∣∣∣∣∣
∑

X


∑

λX

ÃJXMλγλX
(J/ψ → γX) ·

∑

λω1λω2

ÃJXλXλω1λω2
(X → ω1ω2)

·AJω1λω1
(ω1 → π+

1 π
−
1 π

0
1) ·AJω2λω2

(ω2 → π+
2 π
−
2 π

0
2)
]∣∣∣

2
. (4.26)

Here, dΩ denotes an infinitesimally small element of the phase-space, and the function w
is the transition probability from the initial to the final state. The outer (incoherent) sum
runs over the helicities of all final state particles as well as the alignment of the initial
state particle, but since all pions are spin zero particles, the corresponding helicities are not
defined and do therefore not appear in the incoherent summation. The leftover summation
indices are the helicity of the radiative photon, λγ , as well as the z-component of the spin
of the J/ψ. Furthermore, for all intermediate resonances X, a coherent summation over
the helicities of the resonance (λX) as well as its daughter particles (λω1 ,λω2) is performed.
Special attention must be payed to the decay amplitudes of the J/ψ and those of an
intermediate resonance X, denoted with ÃJXMλγλX

and ÃJXλXλω1λω2
in equation (4.26): The

placeholder Ã is in the first case replaced with the helicity amplitude for the radiative decay
of the J/ψ as defined in equation (4.11), and an expansion into the radiative multipole
schema is performed according to equation (4.12). Additionally, the BWK-factor for the
production of the resonance X is added. This BWK-factor is in principle dependent on
the orbital angular momentum L, which is not defined in the radiative multipole schema.
Therefore, the minimum value Lmin of the orbital angular momentum for a given resonance
X was chosen here. In case of a pseudoscalar resonance, this would be Lmin(0−+) = 1 for
example. The placeholder Ã for the decay amplitudes of the resonance X is first replaced
with the generic helicity amplitude defined in equation (4.8), before an expansion into the
LS-system according to equation (4.13) is performed. In the case of a model dependent
PWA fit, the dynamical part of the amplitude, here denoted with F̃L, has to be considered
here as well. F̃L can be replaced either with a Breit-Wigner function, or with the F -vector
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in case the K-matrix formalism is used for the description of the decay dynamics. In both
cases, an explicit dependency on the orbital angular momentum L is apparent, since both
parameterizations include the L-dependent BWK-factors for the decay of the resonance
X. The decay amplitudes of the two ω mesons are inserted as defined in equation (4.14).

After performing all replacements and expansions, the function w reads as

w =
3

(4π)2

∑

λγ=−1,1

∑

M=−1,1

∣∣∣∣∣
∑

X
∑

λX

∑

Jγ

√
2Jγ + 1d1

M,λγ−λX (ϑ)

〈Jγ ,λγ ; 1,λX − λγ |JX ,λX〉a1
JγBLmin(qX ,qX,0)

·
∑

λω1λω2

∑

L,S

√
2L+ 1DJX∗

λX ,λω1−λω2
(ϕ,ϑ,0)

〈L,0;S,λω1 − λω2 |JX ,λω1 − λω2〉
〈sω1 ,λω1 ; sω2 ,− λω2 |Sλω1 − λω2〉 · αJXLS · F̃L

·D1∗
λω1 ,0

(ϕn1 ,ϑn1 ,0) · λ̃µ1
·D1∗

λω2 ,0
(ϕn2 ,ϑn2 ,0) · λ̃µ2 ]|2 . (4.27)

The goal is, to fit the probability function w to the selected data, by varying the free
parameters given by the complex amplitudes a1

Jγ
, αJXLS and λ̃µ, as well as g-factors/widths

and pole masses, if applicable. Each one of these amplitudes can be expressed by a real
magnitude and a phase, yielding two distinct fit parameters per amplitude. In fact, some
of these parameters, especially phases, can be fixed by applying dependency relations. For
all hypotheses unbinned maximum likelihood fits were performed. The likelihood function
is given by [29]

L ∝ ndata! · exp

(
−(ndata − n)2

2ndata

) ndata∏

i=1

w(~Ωi,~α)∫
w(~Ω,~α)ε(~Ω)dΩ

. (4.28)

In this formula, ndata denotes the number of data events, ~Ω are the phase-space coordinates
and ~α the complex fit parameters. The function w(~Ω,~α) is the transition probability
function given in equation (4.26) and ε(~α) is the acceptance and reconstruction efficiency
at the position ~Ω. Furthermore, n is defined as

n = ndata ·
∫
w(~Ω,~α)ε(~Ω)dΩ∫

ε(~Ω)dΩ
. (4.29)

Due to the exponential term, in which n appears, this likelihood function a so called
extended likelihood function. Using this form, a normalization is achieved, so that the
mean weight of one event is approximately 1 after the likelihood has been maximized.
The function w is interpreted here as a probability density function and the corresponding
probabilities for all events are multiplied to obtain the total probability. The denominator
in the product in equation (4.28) contains a phase-space integral for normalization, which
is approximated using the phase space distributed MC sample. For this procedure it is
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important that the MC sample, which was introduced in Section 3.1, is propagated through
the BESIII detector, reconstructed and selected with the same cuts as the data sample.
This way the geometrical acceptance and selection efficiency is correctly considered in the
normalization integrals within in the likelihood-function in all dimensions of the phase-
space simultaneously.

The best description of the data sample is reached upon maximization of the likelihood L.
For technical reasons, eqn.(4.28) is logarithmized, so that the product is transformed into
a sum that can be handled more easily numerically. Finally, the event weights Qi obtained
from the Q-factor method are also included in the likelihood function and a negative sign
is added to the logarithmized function, so that commonly used minimizers and algorithms,
in this case Minuit2, can be used.

The negative log-likelihood function, that is actually minimized, now reads as

− lnL = −
ndata∑

i=1

ln(w(~Ω,~α) ·Qi) +

(
ndata∑

i=1

Qi

)
· ln
(∑nMC

j=1 w(~Ω,~α)

nMC

)

+
1

2
·
(
ndata∑

i=1

Qi

)
·
(∑nMC

j=1 w(~Ω,~α)

nMC
− 1

)2

. (4.30)

4.6 Spin Alignment of the ω Mesons

In this section the spin alignment of the ω mesons in the decay X → ωω is studied as a
motivation for performing a full partial wave analysis, including the decay of the ω mesons.
The goal of the partial wave analysis is, to extract the contributions to the ωω system and
to possibly identify these contributions with resonances. Apart from the observed intensity
and the angular distributions of intermediate resonances, the polarization observables of
the ω mesons contain valuable information on their production process as well. The
polarization observables can be described by the spin density matrix (SDM) ρ, which is
Hermitian and has a trace of Tr(ρ) = 1. A detailed description of the SDM and its features
is given e.g. in [45]. For the purpose of this thesis, only the most important information
on the SDM of the ω mesons shall be briefly noted.

The spin density matrix for a spin 1 particle, like the ω meson, contains 3 × 3 complex
elements, which are denoted as ρλiλj . Here, λi and λj represent possible helicities of the
particle. Now the two distinct properties polarization and alignment of the particle under
study can be defined: The ω meson is said to be polarized, when ρ11 6= ρ−1−1, while it is
called aligned when ρ11 = ρ−1−1 6= ρ00. Since the trace of the matrix must be equal to one,
the ω meson is said to be fully aligned when ρ00 vanishes, while a value of ρ00 = 1

3 means
no alignment. In general, the values of the nine elements of the SDM depend on the chosen
decay frame. Here, the helicity system of the corresponding ω meson is used. Due to the
fact that the intermediate resonances decaying to ωω are expected to be unpolarized and
additionally the decay channel under study is parity conserving, the complete SDM can be
expressed by only four parameters (three real parts and one imaginary part). In this case,
three of the four parameters can be obtained from the azimuthal and polar angular decay
distributions of the corresponding ω meson. An analytical form of the dependence between
the three parameters and the ϑ and ϕ decay angles is given in [45]. The ρ00 element, and
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in the case of zero polarization also the ρ11 and ρ−1−1 elements2, only depend on ϑ, thus
the relation

W (cos(ϑ)) =
3

4

(
(1− ρ00) + (3ρ00 − 1) · cos2(ϑ)

)
(4.31)

is obtained after integration over ϕ.
The motivation for this study is the astonishingly different behavior of the ω alignment
depending on the properties of the resonance from which it is produced. One can con-
clude the following restrictions on the possible alignment of the ω mesons from parity
conservation and symmetry relations for identical particles in the decay X → ωω:

� 0−+ → ωω: Both ω mesons are fully aligned (e.g. ρ00 = 0).

� 1−+ → ωω: Both ω mesons show an alignment of ρ00 = 0.5.

� 0++ → ωω: Both ω mesons are not aligned (e.g. ρ00 = 1
3).

Figure 4.3a shows the angular distributions of the ω decay for the three cases listed above,
extracted from the PAWIAN amplitude models for these three specific cases. One can
clearly see the different shapes of the angular distributions, depending on the spin-parity
of X. Fits to the generated distributions delivered exactly the expected values of ρ00

as listed above. For resonances of higher spin (e.g. 2−+, 2++), the situation quickly
becomes much more complicated due to the larger number of possible amplitudes and
therefore also possible helicities of the ω mesons. In these more complicated cases, no
fixed value for the alignment can be derived and a mixture of various spin alignments
might contribute. Of course the quantum numbers of an intermediate resonance X cannot
be unambiguously deduced from the shape of the decay angular distribution. However
this study shows clearly, that the ω decay contains important information concerning the
quantum numbers of X and thus should definitely be considered in the PWA.
Finally, the ρ00 element of the SDM was extracted for the ω mesons in 75 MeV wide bins
of the invariant ωω mass by fitting the function given in equation 4.31 to the efficiency
corrected angular decay distributions. Figure 4.2 shows the angular distribution for one
ω meson in four different mass bins as an example. The shape of the distribution, and
therefore the alignment of the ω meson, is quite different in these four mass bins: All distri-
butions show a non-zero alignment, while the alignment in the distribution corresponding
to the mass of the ηc (Figure 4.2, lower right plot) is even compatible with ρ00 = 0 (=fully
aligned).
The value of ρ00 is shown in dependence of m(ωω) in Figure 4.3b. Due to the fact that
the two ω mesons are identical particles the extracted alignment must be the same for
both particles. Since the errors in Figure 4.3b are derived from the one-dimensional fits
and therefore are purely statistical, the obvious difference between the red (”ω1”) and
blue (”ω2”) can be regarded as a systematical error due to differences in the efficiency
correction based on signal MC data.
The spin alignment of the ω mesons evolves with increasing mass of the ωω system: The
alignment gets stronger around m(ωω) ∼ 1.8 GeV/c2, which corresponds to the large en-
hancement visible in the m(ωω) mass. This could be a hint to the dominantly pseudoscalar
character, which has already been observed by previous experiments [8], [9], [10]. Already

2This is given due to the relation ρ11 = ρ−1−1 and together with Tr(ρ) = 1 follows ρ11 = ρ−1−1 =
1/2(1 − ρ00).
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Fig. 4.2: Efficiency corrected angular decay distribution of one of the two ω mesons for
four different bins of the invariant ωω mass. The red lines show the fits used to
extract the ρ00 element of the spin density matrix.
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Fig. 4.3: (a) Shapes of the ω decay angular distribution for decays of resonances with
different JPC quantum numbers into two ω mesons.
(b) ρ00 element of the spin density matrix for both ω mesons (red and blue
markers) versus the invariant mass of the ωω system.
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at this stage one can conclude, that a possible contribution of e.g. 1−+ waves should be
small, since otherwise an alignment ρ00 >

1
3 would be expected. It is also evident, that

the ω mesons are fully aligned in the mass region of the ηc, which was expected for the
reaction 0−+ → ωω and suggests a very small level of additional contributions in this mass
region.

4.7 Model Independent PWA

To perform a full partial wave analysis, some reasonable assumptions about possibly con-
tributing resonances have to be made and is is common practice to choose a base hypothesis
as a starting point. In general this implies the choice of a model for the description of
resonances. In some special cases, however it is possible to perform studies that are model
independent : The decay J/ψ → γωω is well suited for a model independent analysis, since
intermediate resonances are expected to occur only in the ωω and not in the γω system.
Therefore, the data can be divided into equally sized bins of the invariant ωω mass (see
Section 4.7.1) in this case. Partial wave fits using several different hypotheses are per-
formed for each mass bin individually, whereas the dynamical (mass dependent) parts of
the amplitudes are omitted from all hypotheses. The hypothesis which yields the best re-
sult is identified for each bin using criteria from model selection theory (see Section 4.7.2).
The intensity of the contributions from different JPC-partial waves is finally extracted for
the best hypothesis in each bin. The resulting ωω mass spectrum serves as an input for
the choice of a base hypothesis for model dependent PWA fits.

In total 63 different hypotheses were considered for each mass bin. These hypotheses in-
clude combinations of one, up to a maximum of six different contributions (cf. equation
(4.1) plus the 1−+ contribution) according to the possible quantum numbers of a reso-
nance decaying into a pair of ω mesons. The simplest hypothesis contains just one 0−+

contribution, for which only one single parameter is subject to be fitted. For the most
complex hypothesis with all six different JPC contributions, the number of fit parameters
increases to 33. In total 3843 single fits had to be performed for the full mass range which
was subdivided into 61 individual bins.

4.7.1 Mass Binning

In order to determine the optimal size of the ωω mass bins, different boundary conditions
must be observed: In principle the goal is, to choose the bins as fine as possible, so
that the dynamical part of the amplitudes can be omitted. However, it is not useful
to choose bins that are smaller than the mass resolution. Another limiting factor is
the number of events, that are remaining in the single bins. The bins across the full
ωω invariant mass are not equally populated, so the bin with the lowest content should
still not contain less than a few hundred events to reach reasonable fit results. The ωω
mass resolution was determined from the difference between generated and reconstructed
phase space distributed MC events. This distribution is then fitted with a Crystal Ball
function convoluted with a Gaussian function. Figure 4.4 shows the fitted mass difference
distributions for three different regions of the invariant ωω mass. Since these distributions
exhibit an asymmetric shape, the resolution was determined by two parameters, the full
width at half maximum (FWHM) and the width of the Gaussian part (σ) of the single
fits.
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Fig. 4.4: Resolution of the ωω invariant mass for small, medium and large values of
m(ωω) (left to right, exact values are given in the plots). The blue points in the
large plots show the difference between generated and reconstructed ωω mass
(∆m(ωω)) fitted with a convolution of a Crystal Ball function with a Gaussian
(red curve). The residuals of the corresponding fit are shown below each plot
in units of the statistical error (σ).

The determined mass resolution varies slightly between approximately 10 and 13 MeV/c2

over the full range of the ωω mass. The width of the mass bins has been chosen as
25 MeV/c2. This ensures a sufficient number of events in each bin and at the same time is
significantly larger than the mass resolution. Additionally, the chosen bin width is in the
order of the width of the ηc meson, which is the most narrow structure that is visible in
the ωω mass spectrum.

4.7.2 Selection of Hypothesis

In order to introduce as little bias as possible, each bin of the ωω mass is analyzed individ-
ually, without imposing any condition concerning the continuity of the solution. From all
63 hypotheses, one has to be selected, which best describes the data in the corresponding
bin. Since the resulting likelihood is strongly correlated to the number of free parameters,
its value is not a suitable quality factor to perform an absolute ranking of hypotheses. In
most cases a better likelihood can be achieved by increasing the number of free parame-
ters, i.e. choosing a more complex model. This effect potentially leads to over-fitting of
the data and must be avoided.
Usually two fits with different hypotheses can be compared utilizing the likelihood-ratio
test. This test provides the possibility, to calculate the significance of the improvement,
that the more complex hypothesis gives in comparison to the simpler one. However,
this implies, that one deals with so called nested hypotheses, i.e. the simple hypothesis
is a subset of the more complex one. This assumption is not true for most of the cases
considered here. To overcome this limitation, two different information criteria from model
selection theory are used in this work. In general, these criteria are designed to balance
the goodness-of-fit with the complexity of the selected model. In both cases, the criterion
is dependent on the likelihood with an additional penalty term for the number of free
parameters.
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The first criterion is the Bayesian Information Criterion (BIC) and apart from the max-
imized value of the likelihood,L, and the number of free parameters k, its value also
depends on the number of data points n. It is defined as

BIC = −2 · ln(L) + k · ln(n). (4.32)

The penalty term rises logarithmically with the number of data points and therefore it
can be expected, that this criterion in principle favors hypotheses with less parameters
for large data samples. The BIC, as it is given in (4.32), is based on two additional
assumptions. Firstly, the number of data points n must be much larger than the number
of free parameters k as shown in [46]. This assumption can be fulfilled for all fits performed
in this study. Secondly, the definition of the criterion is based on the assumption, that
the true model (or at least some sort of quasi-true model) is among the collection of
models that are tested against each other. The BIC criterion will asymptotically (with
a probability of 1) select this true model [46]. Since we do not know the composition of
the data in terms of contributing partial waves beforehand, this information is in general
never available and thus cannot be taken into account. When testing different models
with this criterion, the one with the lowest BIC value is preferred.

The second criterion is the Akaike Information Criterion, and the main difference to the
BIC is a different penalty factor. It is defined as

AIC = −2 · ln(L) + 2 · k, (4.33)

which is independent from the sample size n. In comparison to the BIC, the penalty term
is much weaker, which increases the probability of over-fitting. In this work a slight mod-
ification of the AIC, denoted as AICc is used. This incorporates an additional term that
accounts for finite sample sizes and at the same time increases the penalty for additional
parameters. In general, AICc is preferred over AIC, since it delivers more realistic results
and it converges towards AIC in the limit of large sample sizes. The AICc is defined as

AICc = AIC +
2k(k + 1)

n− k − 1
= −2 · ln(L) + 2 · k +

2k(k + 1)

n− k − 1
(4.34)

Even for this modified version, the penalty term is weaker than the one that is used in
the BIC formula. Theoretical considerations show [46], that in general AIC(c) should
be preferred over BIC due to reasons of accurateness as well as practical performance.
Moreover, the AICc is asymptotically optimal, meaning that the model which gives the
best representation of the data yields the lowest AICc value. This implies, that the true
model is not required to be within the set of considered hypotheses. In contrast to this,
the BIC is asymptotically true, as it was mentioned above.

Given the strengths and weaknesses of the two criteria, the sum of both (AICc+BIC) was
finally used to select the best hypothesis throughout this thesis. Since the absolute values
of the information criteria cannot be interpreted easily, the differences of both criteria
from the corresponding best values, namely ∆AICci + ∆BICi = (AICci − AICcbest) +
(BICi −BICbest) are presented (see e.g. Chapter 5) as proposed in [46].



70 4 Partial Wave Analysis

4.7.3 Test of the Fitting Method Using a Toy MC Sample

To verify the performance of the model independent PWA approach, studies were per-
formed using a toy MC sample. The same MC sample that served as the signal sample
for the test of the Q-factor method described in Section 3.4.3 was utilized. As stated
in Table 3.3, three resonances were included in a rough mass dependent PWA fit to the
ωω signal region, namely η(1760), ηc and f2(1910). In addition to the construction of
the amplitudes shown above, the dynamical part of the amplitude, i.e. the mass depen-
dent line shape, was parametrized using Breit-Wigner functions. In total 32000 events
were generated with the amplitudes obtained from the fit. The generated sample contains
correct angular distributions, which is an indispensable feature for a test of the model
independent PWA (see Figure 4.5). The events were divided into bins of 40 MeV/c2 for
this study. All 63 hypotheses containing one up to six different contributions with the
JPC quantum numbers listed in equation (4.1) plus the 1−+ contribution, were fitted to
each of the 38 bins. It should be emphasized again, that no measures are taken to ensure
the continuity of the obtained solution across the borders of the chosen bins to introduce
as little bias a possible.
Figure 4.5 shows the decay angular distribution of the radiative photon, as well as the
invariant mass of the ωω system of the generated toy MC sample. In this toy sample
a large overlap between the f2 meson and the dominant 0−+ component (η(1760)) was
produced, to test the ability to separate the two waves. As an example, the decay angular
distribution of the radiative photon is depicted, where a clear difference in shape between
the spin zero and spin two contributions can be seen.
After performing all fits for each mass bin, the best hypothesis was selected using the BIC
and the AICc criterion alone, as well as the combined criterion. Figure 4.6 shows the
obtained solutions, displayed in the invariant mass of the ωω system. It is clearly visible,
that the main features of the MC sample are correctly identified by all three criteria.
However, in the low-statistics bins as well as the tails of the f2 resonance, the weaknesses
of some of the ranking criteria become obvious. Figure 4.6a shows the components, when
a ranking based on the BIC is used. The tails of the f2 resonance are wrongly identified
as 0++ contributions. This corresponds to the expected behavior, since the 0++ and 2++
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Fig. 4.6: Result of the model independent PWA applied to the generated toy MC sample.
The three plots show the identified contributions in the ωω invariant mass, using
a ranking of the hypotheses based on the ∆BIC (a), ∆AICc (b) or the combined
criterion ∆AICc+ ∆BIC (c).

waves share a part of their amplitudes and the BIC favors hypotheses with a smaller
number of free parameters. The opposite is the case for the AICc: Figure 4.6b shows
the solution based on this ranking. Here, the f2 resonance is identified almost perfectly,
while a part of the dominant 0−+ wave is wrongly identified as a 2−+ contribution. Here,
especially the low-statistics bins at m(ωω) ≈ 2500 MeV/c2 suffer from this mismatch. The
result confirms the expectation, that in general a more complex hypothesis is favored by
the AICc.
Figure 4.6c shows the obtained solution using the combination of the two criteria. Mis-
matches in single bins can still be seen, but the solution is not any more biased in a
single direction in terms of complexity of the hypotheses and the observed fluctuations
are much less frequent then for the single criteria. Thus, the combination of both criteria
was chosen to be applied to the selected data. For comparison, the contributions of all
considered partial waves are displayed in single histograms in Figure 4.7 when a ranking
by the combined ∆BIC + ∆AICc criterion is applied.
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Fig. 4.7: Contributions of different partial waves obtained from the model independent
PWA of a toy MC sample. Each plot shows the full generated ωω mass spectrum
(gray shaded histogram with blue data points) as well as the contribution of one
JPC contribution in each of the 40 MeV/c2 wide bins after decomposition.

4.7.4 Results of the Model Independent PWA

All fits were performed for the selected and Q-weighted events. In the following, the
result of the best fit for an arbitrarily chosen bin will be presented, to show the quality
of the fit in a single bin. The results of the model independent PWA for the full ωω
mass range are discussed and additionally examples from systematic studies concerning
the reproducibility and stability of the fit results are presented.

Example: Fit of Data in a Single Mass Bin

The following results are presented for data in the mass bin 2000 MeV/c2 < m(ωω) <
2025 MeV/c2. After evaluating the results of all hypotheses using the ∆AICc + ∆BIC
criterion, the hypothesis containing a 0−+, 0++ and a 2++ contribution was selected as
the best one. The chosen bin contains 1357 events and is situated in the falling edge
of the enhancement at threshold in the ωω mass. The largest contributions are given
by the 0−+ and 2++ partial waves with each about 40 % of the total observed intensity.
Furthermore, the 0++ partial wave yields a contribution of ∼ 20 %. Figure 4.8 shows
angular distributions of both ωs, the characteristic λ distributions, as well as the azimuthal
angle of the radiative photon and the invariant mass of the ωω-system, in which the size
of the chosen bin can be seen. The differences between the distributions for the two
ω candidates are merely due to an arbitrary sorting of the reconstructed pions by their
momentum and are thereby only an effect of the reconstruction.
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Fig. 4.8: Angular distributions of the production and decay of both ωs, cos(θ) of the
radiative photon and invariant mass of the ωω system. All plots show data in
the mass bin 2000 MeV/c2 < m(ωω) < 2025 MeV/c2 together with the fit result
and its decomposition into three contributing partial waves. The color code is
given in the legend of the lower right plot.
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A good agreement between fit and data is observed in all distributions. It should be noted
here, that the fit projections shown in Figure 4.8 represent only a subset of the phase
space dimensions and for the fit itself, the full decay tree from the initial (J/ψ) to the
final state (γ6π), is considered. The hypothesis for this particular fit contains in total 17
free parameters.

Application to the Full Data Set

The data in all bins of the invariant ωω mass, which extends from 1550 MeV/c2 up to
3050 MeV/c2, was fitted with all 63 hypotheses, each. Afterwards, the selection of the
best hypothesis based on the ∆AICc+ ∆BIC criterion was performed for each bin, as it
was done for the toy MC sample before. The result, separated into single histograms for
the contributions with different JPC quantum numbers, is shown in Figure 4.9. The result
allows for several different observations and interpretations. Firstly, single-bin-fluctuations
are indeed observed, as it was expected from the study of the toy MC sample. However,
in spite of the fluctuations, a strong, dominant pseudo-scalar contribution is observed over
the complete ωω invariant mass range. Especially the enhancement at the ωω threshold
is confirmed to have a predominantly pseudo-scalar character, as found by the earlier
experiments [8] [9] [10]. The peak of this structure is located in the mass bin between
1775 MeV/c2 and 1800 MeV/c2,which is in accordance with the previous observations. The
enhancement at m(ωω) ≈ 2980 MeV/c2 is clearly identified as a JPC = 0−+ contribution.

Further activity in the 0−+ partial wave is observed at ∼ 2200 MeV/c2 and in the higher
mass region, where the fraction of the pseudo-scalar contribution with respect to the total
observed intensity rises towards the end of the phase space.
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Fig. 4.9: Nominal result of the model independent PWA for the full selected data set.
Blue dots with error bars represent the selected data, while the single colored
histograms show the intensity of the corresponding partial waves.
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The second largest contribution, which also shows an almost continuous behavior across
the ωω mass range, is the scalar (0++) component. Possible enhancements are observed
at masses of about 1700 MeV/c2 and 1900 MeV/c2.

In several bins, a significant amount of the total intensity is identified to be originating from
a tensor (2++) component. The nominal fit result presented in Figure 4.9 shows only two
disconnected bins at about ∼ 1600 MeV/c2 with a large 2++ contribution, the neighboring
bins do not show any tensor component. At higher ωω masses (∼ 2000 MeV/c2), a clear
and broad tensor contribution is identified.

The nominal fit result shows a contribution of the 1++ partial wave in several of the
bins in the lower mass region, which however abruptly drops to zero at a mass of about
1900 MeV/c2.

Very small contributions are observed in the spectrum of the spin-exotic 1−+ compo-
nent, which could be explained by fluctuations due to the selection of the hypothesis.
Furthermore, the pseudo-tensor component (JPC = 2−+) only shows contributions in
single, isolated bins which could also be explained by fluctuations. Especially the bin
2175 MeV/c2 < m(ωω) < 2200 MeV/c2 shows a large 2−+ contribution, while at the same
mass the 0−+ contribution unexpectedly drops to a very small value. Apart from this,
only two other bins shows a significant 2−+ contribution, so that in total the pseudo-tensor
component can be neglected.

Systematic Checks of the Model Independent PWA

To study possible numerical ambiguities, selected fits were performed multiple times with
randomized start parameters. It was found, that all fits converge towards the same mini-
mum and thus the same results are obtained. Especially the minimized negative likelihood
and the most important observable for this study, the relative intensity of each partial wave
in the ωω invariant mass, are not dependent on the choice of the start parameters and no
numerical ambiguities are found. In this analysis it turns out, that the real difficulty lies
in the selection of the correct hypothesis, rather than the performance of a single fit.

In order to determine, which of the features described in the previous paragraph may be
accounted to fluctuations due to the hypothesis selection procedure, the borders of the
mass bins have been shifted by half of the bin width and all fits were repeated. The result
of this systematic test is shown in Figure 4.10. One can clearly see, that the contributions
in the 1−+ and 2−+ spectra have changed drastically, while the global behavior of the
other partial wave contributions remain stable and can still be identified. Completely
different bins in the 2−+ distribution show a large contribution and the intensity in the
corresponding bin of the 0−+ distribution drops to an unexpectedly low level.

As a last step, the two partial waves 1−+ and 2−+ were therefore removed from the set of
considered contributions, which reduces the set of hypotheses from 63 to 15 per bin. Again,
all fits were repeated and a ranking of the remaining hypotheses was performed using the
∆AICc + ∆BIC criterion for each bin. The result (Figure 4.11) clearly shows, that by
eliminating the 1−+ and 2−+ components, a continuous description of the 0−+ wave is
achieved and no obvious fluctuations can be identified any more. Since the structures in
the remaining partial waves are not significantly affected from this reduction of the set of
considered partial waves, the 1−+ and 2−+ components will not be considered any further.
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Fig. 4.10: Result of the model independent PWA for the full selected data set. Here the
borders of all bins have been shifted by half the bin width to demonstrate the
effect of single bin fluctuations.
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Fig. 4.11: Result of the model independent PWA for the full selected data set after
reduction of the set of considered partial waves by two (1−+ and 2−+ are not
considered any more).
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Interpretation of the Results

The dominant pseudo-scalar enhancement at the ωω mass threshold was identified with
the η(1760) meson in earlier analyses. However, due to the large statistics available in
this analysis, an asymmetry in the shape of the enhancement emerges. The asymmetry is
characterized by a steep drop of the intensity at a mass of m(ωω) ≈ 1850 MeV/c2, which
surprisingly coincides with the pp mass threshold. It is not a priori clear, if a contribution
of the η(1760) is sufficient to describe the structure at the threshold, or if an additional
contribution has to be considered to account for the asymmetric shape. Additionally, it
is possible that the opening of the pp threshold is (partly) responsible for the observed
shape of the structure. Another enhancement, which is visible in the 0−+ contribution
at around m(ωω) ≈ 2200 MeV/c2, may be associated with the η(2225) meson. This state
has previously only been observed in the φφ system, produced in radiative J/ψ decays
[12],[47],[48]. Furthermore, the clear resonant structure at m(ωω) ≈ 2980 MeV/c2 can be
safely identified with the lowest lying charmonium state, the ηc, due to the absolutely
dominant 0−+ contribution in the corresponding mass range. In general, the pseudo-
scalar contribution exhibits a very complex behavior and it is possible that even more
contributing resonances or threshold effects are responsible for the observed structures.

In previous analyses, also scalar contributions were found in the ωω system produced in
radiative J/ψ decays. BESII found a significant contribution of the f0(1710) meson [10],
which could be identified with the structure visible in the 0++ contribution located at
m(ωω) ≈ 1700 MeV/c2. Furthermore, the poorly known f0(2020) state was observed in
the ωω system produced in central pp-collisions. This state has a large width of several
hundred MeV and could explain a part of the structures around 2000 MeV/c2. Also the
small structure at ∼ 2200 MeV/c2 could possibly be explained by a less established state,
called f0(2200), which was observed in radiative J/ψ decays to K+K−, K0

sK
0
s and ηη, as

well as in pion-nucleon scattering.

The bins which show a significant 2++ contribution at ∼ 1650 MeV/c2 could be accounted
to the presence of the f2(1640), which was also observed in the previous BESII analysis
[10]. In the same analysis BESII also observed a large contribution of the f2(1910), which
can not be directly identified here. However, the structure between ∼ 2000 MeV/c2 and
∼ 2200 MeV/c2 could be identified with a number of different f2 states listed by the PDG.
Candidates to be named here are the f2(2010), which was observed in its decays into a
φ meson pair produced in pion-nucleon scattering, and the f2(1950), which has a large
width of approximately ∼ 400 MeV/c2. One or more of these states could be identified
with the bump visible at ∼ 2050 MeV/c2 in the 2++ contribution.

According to the PDG, no f1 state is known in the mass region > 1600 MeV/c2. It should
be considered here, that a relatively broad resonance directly below the ωω threshold could,
with a small branching fraction, decay into an ω meson pair, once the threshold opens up.
This could explain the behavior of the 1++ contribution, but it is also possible that the
intensity was wrongly accounted to this wave due to the difficulties in separating the three
J++ contributions. In general, sub-threshold contributions should also be considered for
all other partial waves.

In principle it is also desirable to extract the phases of the contributing partial waves
together with their intensity per bin. The observation of phase-motions could be an addi-
tional indication for the presence of resonances and would be helpful for the interpretation
of the results. Since only differences between phases for single amplitudes are meaningful,
the need for a stable and omnipresent reference phase becomes apparent. In this case how-



78 4 Partial Wave Analysis

ever, the only omnipresent contribution is the 0−+ wave, which shows a complex structure
and most likely exhibits strong phase motions itself. Therefore, the interpretation of phase
differences between other amplitudes and the 0−+ phase is not straight-forward.

4.8 Model Dependent PWA

The data was finally fitted in the full ωω mass range using a model dependent approach.
As a first step, a series of fits was performed in which all possibly contributing reso-
nances were parameterized using relativistic Breit-Wigner functions. It was found, that
it is necessary to have strongly overlapping contributions especially from several 0−+ and
0++ resonances. Additionally, the fits required large interferences between the single con-
tributions to adequately describe the data. Since in principle parameterizations using
Breit-Wigner functions are only valid for isolated resonances, a more advanced formalism
was employed for this analysis.

A description utilizing the K-matrix formalism with simplified assumptions was chosen.
In a full K-matrix parameterization the coupling of all contributing resonances to all
relevant final states has to be considered. Since only data corresponding to one final state is
analyzed here, all other couplings (g-factors) have to be known for a full parameterization,
which is unfortunately not the case for most of the resonances to be considered here. An
additional benefit of a full parameterization is the correct description of the behavior
at thresholds. For this analysis all K-matrix parameterizations were reduced to the g-
factors responsible for the coupling to the ωω channel for simplification. This restriction
in principle does not ensure unitarity, if the corresponding resonance can also couple
strongly to other channels. However, this approach is still superior to the usage of simple
Breit-Wigner functions. In order to obtain a better parameterization, a coupled channel
analysis including all relevant decay channels would be necessary. The K-matrix pole
masses and g-factors were chosen with the goal, to obtain T -matrix pole positions and
widths close to the parameters listed in [1]. To achieve this, the T -matrix was scanned in
the complex energy plane (see Section 4.4.4) and the corresponding pole positions were
manually optimized.

4.8.1 Systematic Survey

A common procedure to start a model dependent PWA is to define a fixed base hypothesis,
which does not describe the data perfectly, but serves as a reasonable starting point.
Additional contributions are then added and removed from the hypothesis, while the
changes of the fit quality are observed. If the new contribution leads to a significant
improvement of the fit, it is kept and the hypothesis is extended. In this analysis however,
the definition of such a base hypothesis has proven to be very difficult, since no obvious
resonance shapes are visible, other than the ηc and some dominant 0−+ contribution at
the beginning of the phase space. Any further contribution would have to be guessed, so
in conclusion the hypothesis containing just the two pseudoscalar components η(1760) and
ηc was selected as a very basic hypothesis. Table 4.4 lists the likelihood and the values of
the information criteria for this base hypothesis, Figure 4.12 shows the invariant mass of
the ωω system and the corresponding fit projection. Already with this simple hypothesis
the global shape of the spectrum can be fairly well reproduced, due to the usage of a
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Fig. 4.12: Invariant ωω mass for data (blue) and the fit result (gray shaded) for the base
hypothesis.

Hypothesis log(LH) n.d.f. BIC AICc

η(1760),ηc −51703.7 3 −103374 −103401

Table 4.4: Determined likelihood, AICc and BIC values for the base hypothesis

K-matrix parameterization and the barrier factors for the production and decay of the
two resonances.

Starting from this hypothesis, an iterative process for the identification of additional main
contributions was started. It is to be expected, that in this preliminary stage, many
additional contributions lead to a significant improvement of the fit result.

For the first set of hypotheses of the form η(1760) +ηc+R in total 18 different resonances
R with the quantum numbers JPC = 0−+, 0++, 1++ and 2++ were considered. These
resonances were chosen based on the findings from the model independent PWA. Table
4.5 lists all of the considered resonances and the two base hypothesis components together
with their nominal masses and full widths according to [1]. Several of the listed resonances
have been observed in their decays into a vector meson pair before, some of them even
in the ωω channel (cf. Table 4.5). In this analysis the poorly known X(1835) state is
treated as a pseudoscalar resonance, as it was determined in [49]. A maximum of three
best candidates per set of JPC quantum numbers were selected to be considered in the
second iteration step (see Table B.1 in the Appendix). Due to possible interference effects
between the contributing resonances it is not possible to deduce the performance of a fit
with a complex hypothesis from that of its individual components. In combination the
two additional contributions might perform much better (or worse) than expected, which
is the reason to proceed here with this cumbersome analysis procedure.

All possible combinations of two of the contributions identified in the first iteration were
considered in the next step. This leads to a total number of 28 hypotheses of the type
η(1760)+ηc+R1 +R2. The two hypotheses yielding the best results at this stage are both
comprised of one f0, and one f2 resonance in addition to the base hypothesis, namely the
combinations f0(2020)+f2(1565) and f0(1500)+f2(1810). It is obvious, that the activities
in the 0++ and 2++ partial waves play an important role for the description of the ωω
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JPC Name mPDG ΓPDG Observed in V V ? Sub-

[MeV/c2] [MeV/c2] threshold?

0−+ η(1405) 1408.8± 1.8 51.0± 2.9 ρρ, γγ, φγ Yes

η(1475) 1476± 4 85± 9 γγ Yes

η(1760) 1751± 15 240± 30 ρρ, γγ, ωω

η(2225) 2226± 16 185+70
−40 φφ

ηc 2983.6± 0.6 31.8± 0.8 ρρ, φφ, γγ

?−+ X(1835) 1835.7+5.0
−3.2 99± 50 γγ

0++ f0(1500) 1504± 6 109± 7 γγ, ρρ Yes

f0(1710) 1723+6
−5 139± 8 γγ, ωω

f0(2020) 1992± 16 442± 60 ρρ, ωω

f0(2100) 2101± 7 224+23
−21 −

f0(2200) 2189± 13 238± 50 −
1++ f1(1510) 1518± 5 73± 25 −
2++ f2(1565) 1562± 13 134± 8 ρρ, γγ, ωω (Yes)

f2(1640) 1639± 6 99+60
−40 ωω

f2(1810) 1815± 12 197± 22 γγ

f2(1910) 1903± 9 196± 31 ρρ, ωω

f2(2010) 2011+60
−80 202± 60 φφ

f2(2150) 2157± 12 152± 30 −
f2(2300) 2297± 28 149± 40 φφ, γγ

f2(2340) 2345+50
−40 322+70

−60 φφ

Table 4.5: Resonances listed in [1] that are considered in the model dependent analysis

system, apart from the dominant 0−+ contribution. The results of all fits from the second
iteration are listed in Table B.2 in the Appendix. After applying a second iteration, large
differences between the hypotheses in terms of the likelihood and information criteria were
still observed, so that the iterative approach was continued.

The Tables B.3 and B.4 in the Appendix list the results of all 56 hypotheses with three
components additionally to the base hypothesis. The best hypothesis at this stage contains
the η(2225) together with the f0(2020) and the f2(1565). It was observed, that all six best
three-component fits contain the best two-component hypothesis. With this result it can
be concluded, that an f0 contribution around 2 GeV/c2 as well as an f2 contribution at
the beginning of the phase space are necessary to describe the data and thus a new base
hypothesis comprised of the components η(1760) + ηc + f0(2020) + f2(1565) was chosen
and the iteration process was continued. All 15 possible combinations of the six best
hypotheses with three components, namely η(1760) + ηc + f0(2020) + f2(1565) +R1 +R2,
were fitted to the data and are listed in Table B.5 in the Appendix. It was found that only
those fits, which are based on the best three-component hypothesis including the η(2225)
yield comparably good results, while all other fits can be discarded.
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Hypothesis log(LH) n.d.f. BIC AICc

η(1760) + ηc + η(2225)

+f0(2020) + f2(1565) + ...

f0(1710) +f2(1810) −76794.6 25 −153308 −153539

+f2(2150) −76319.0 25 −152359 −152590

+f1(1510) −75376.5 27 −150450 −150699

+f0(1500) −75907.1 25 −151534 −151764

f2(1810) +f1(1510) −76734.1 27 −153165 −153414

+f0(1500) −76531.8 25 −152783 −153014

f1(1510) +f2(2150) −76443.6 27 −152584 −152833

+f0(1500) −76118.5 27 −151934 −152183

f2(2150) +f0(1500) −76054.3 25 −151828 −152059

Table 4.6: Results of fits from the last stage of the iterative approach to identify domi-
nantly contributing resonances

The identification of the best hypothesis is ambiguous at this stage, since two fits yield
very similar results: According to the BIC the hypothesis with an additional f0(1710) is
preferred, while AICc prefers the presence of the f1(1510) sub-threshold resonance.

Therefore, as a last step of the systematic survey all hypotheses of the type η(1760) +
ηc + f0(2020) + f2(1565) + η(2225) +R1 +R2 were considered, whereas R1,2 denote either
one of the residual contributions of the six best three-component hypotheses. Finally, the
ambiguity could be resolved and one best hypothesis could be clearly identified. Table 4.6
lists the results of this iteration step, where the best hypothesis is given by

H0 := {η(1760), η(2225), ηc, f0(2020), f0(1710), f2(1565), f2(1810)}. (4.35)

Up to this point, individual K-matrix parameterizations were used depending on the
number of contributing resonances, but all pole positions were fixed according to the
values listed in [1] in all fits. For this purpose the corresponding K-matrix properties
have been determined beforehand. Table 4.7 lists all K- and T -matrix parameters for all
contributions of the H0 hypothesis.

Resonance K-matrix T -matrix

m [GeV/c2] g factor m [GeV/c2] Γ [MeV/c2]

η(1760) 1.758 0.91 1.751 243.3

η(2225) 2.258 0.78 2.227 187.3

ηc 2.987 0.33 2.983 29.2

f0(1710) 1.706 0.73 1.726 139.3

f0(2020) 2.075 1.14 1.994 438.3

f2(1565) 1.610 0.87 1.561 133.8

f2(1810) 1.877 0.86 1.814 169.8

Table 4.7: K- and T -matrix parameters for all contributions of the best hypothesis (H0).
All pole positions and g-factors were fixed in all fits.
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Fig. 4.13: Q-weighted data (blue dots), fit projection (red/gray shaded) and contributing
resonances (colored lines) of the fit with the hypothesis H0. The individual
subfigures show (a) m(ωω), (b) parameters of the fit, (c) azimuthal angle of
the radiative photon, (d) azimuthal decay angle of an ω meson and (e) polar
production angle of an ω meson.

All T -matrix poles are close to the nominal values on a level of a few MeV. Figure 4.13a
shows the invariant mass of the ωω system, the fit projection and the resulting 0−+,
0++ and 2++ components. Large systematic deviations between the fit and data can be
seen across the full ωω mass range. Structures with a width of about 100 MeV/c2 are
prominently visible also in the distribution of the residuals and are located at invariant
masses of the ωω system of approximately 1.62, 1.83 and 2.15 GeV/c2, respectively.
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Fig. 4.14: Invariant mass of the ωω system (a) and fit results (b) after optimizing the
masses of the η(1760) and η(2225) using hypothesis H0

Resonance K-matrix T -matrix

m [GeV/c2] g factor m [GeV/c2] Γ [MeV/c2]

η(1760) 1.765± 0.001 0.91 (fixed) 1.764 255.3

η(2225) 2.160± 0.005 0.78 (fixed) 2.121 179.8

ηc 2.987 (fixed) 0.33 (fixed) 2.983 29.3

Table 4.8: K- and T -matrix parameters after optimizing the masses of the η(1760) and
η(2225) using hypothesis H0

Furthermore, a very broad structure centered around m(ωω) ≈ 2.5 GeV/c2 is visible,
together with a (narrow) systematic deviation at the mass of the ηc (see Figure 4.13a).
However, in the fit projections of the angular distributions, as e.g. the polar angle of
the radiative photon (4.13c), the polar decay angle (4.13d) and the azimuthal production
angle of the ω mesons (4.13e), a very good agreement between fit and data can already
be observed. All other angular distributions show a good agreement as well and are not
displayed here but only presented for the final fit result.

To further optimize the solution, the masses of the two lowest 0−+ resonances, the η(1760)
and the η(2225), were released. While the η(1760) pole position stays almost stable, the
η(2225) moves by about 100 MeV towards lower masses. The likelihood of the fit improves
by about 190 counts due to this measure. Figure 4.14a shows the resulting fit projection
of the ωω mass. The fit is able to describe the data much better at ∼ 2.15 GeV/c2. The
corresponding K- and T -matrix parameters after optimization are given in Table 4.8.
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Fig. 4.15: Invariant mass of the ωω system (a) and fit results (b) after adding the X(2500)
pole to the 0−+ K-matrix and re-optimizing all 0−+ pole masses and g-factors

Resonance K-matrix T -matrix

m [GeV/c2] g factor m [GeV/c2] Γ [MeV/c2]

η(1760) 1.762± 0.001 0.930± 0.006 1.780 279.3

η(2225) 2.158± 0.002 0.75 (fixed) 2.145 219.8

X(2500) 2.532± 0.011 0.90 (fixed) 2.472 227.8

ηc 2.993± 0.0005 0.36 (fixed) 2.985 29.3

Table 4.9: K- and T -matrix parameters after adding the X(2500) pole to the 0−+ K-
matrix and re-optimizing all 0−+ pole masses and g-factors

4.8.2 Contribution of a Resonance at 2.5 GeV/c2

The deviations observed in the high mass region (m(ωω) > 2.4 GeV/c2) can not be resolved
with the resonances considered up to now. To test for a possible additional contribution,
a resonance with a pole mass of m(X(2500)) = 2.47 GeV/c2 and a width of Γ(X(2500)) =
230 MeV/c2 was added. Four different sets of JPC quantum numbers were assumed for
the X(2500), namely 0−+, 0++, 1++ and 2++. The 0−+ hypothesis was clearly preferred
over all other JPC assignments. Therefore, the X(2500) was added as a new pole to the
K-matrix of the 0−+ contribution and the fit was performed again, while all masses and
g-factors of the new 0−+ K-matrix were left free in the fit (see Table 4.9). Figure 4.15a
shows the fit result for the invariant mass of the ωω system after re-optimization. The
addition of the X(2500) resonance has greatly improved (cf. Table 4.15b) the fit in the
complete high-mass region and the only remaining discrepancies are located in the mass
rangem(ωω) < 2 GeV/c2. It should be noted here, that the resulting T -matrix parameters,
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which represent the physical poles, deliver reasonable values for all resonances of the 0−+

contribution, while the corresponding K-matrix pole masses and g-factors were released
in the fit.

4.8.3 Final Optimizations

Several tests were performed to check for a possible additional contribution in the mass
range m(ωω) < 2 GeV/c2, which could resolve the discrepancies between fit and data. It
was found that the shape of the enhancement that is centered at around 1.8 GeV/c2 can
neither be exactly reproduced by leaving the resonance parameters of the dominant η(1760)
contribution floating in the fit, nor by adding an additional resonance with a JPC = 0++

or 2++ assignment. However a test using an additional pseudoscalar resonance yielded a
significant improvement of the fit, if it was combined with a different parameterization of
the 2++ contributions.

During these studies it was found, that the fit is not very sensitive to the parameters
of the contributing 2++ resonances: Since both the 0++ and 2++ K-matrix parame-
ters can not be left free in the fit due to their relatively small contribution, the two
poles of the 2++ K-matrix were systematically tested against other possible f2 contri-
butions. While for the scenario presented in the last section and in Figure 4.15a a
description with two poles corresponding to the f2(1565) and the f2(1810) resonances
yields the best results, the assignment changes when the additional pseudoscalar res-
onance is added to the fit. As a result of the systematic test considering the candi-
dates f2(1565), f2(1640), f2(1810), f2(1910), f2(1950), f2(2010) and f2(2150) the solution
containing the two poles of the f2(1640) and f2(1950) yielded the best fit results. In con-
trast to the 2++ and 0++ contributions, several parameters of the dominant 0−+ K-matrix
could be optimized in the fit. The T -matrix pole of the additional pseudoscalar contri-
bution is located at m = (1826± 4) MeV/c2 with a width of 98.9+1.5

−2.6 MeV/c2. Thus, this
resonance could be identified with the X(1835). Figure 4.16 exemplary shows the complex
energy plane which is scanned to determine the pole parameters of the 0−+ T -matrix as
described in Section 4.4.4.

2m=2.986 GeV/c

]2) [GeV/cωωm(
1.6 1.8 2 2.2 2.4 2.6 2.8 3

]2
/2

 [G
eV

/c
Γ-

-0.15

-0.1

-0.05

0

1

10

210

310

2=30.8 MeV/cΓ

2m=2.488 GeV/c2m=2.134 GeV/c2m=1.826 GeV/c

2m=1.784 GeV/c

2=98.8 MeV/cΓ

2=225 MeV/cΓ 2=215 MeV/cΓ 2=215 MeV/cΓ
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Fig. 4.17: Invariant mass of the ωω system (a) and fit results (b) after adding the X(1835)
and re-optimization of the f2 components (Hypothesis: H1)

Resonance K-matrix T -matrix PDG [1]

m g factor m Γ m Γ

[MeV/c2] [MeV/c2] [MeV/c2] [MeV/c2] [MeV/c2]

η(1760) 1725 (fixed) 0.8 (fixed) 1784 225.3 1751± 15 240± 30

X(1835) 1864± 3 0.57± 0.01 1826± 4 98.8+1.5
−2.6 1835.7+5.0

−3.2 99± 50

η(2225) 2160 (fixed) 0.75 (fixed) 2134 215.3 2226± 16 185+70
−40

X(2500) 2546± 12 0.86± 0.03 2488+13
−14 215± 15 - -

ηc 2993.9± 0.5 0.370± 0.007 2985.6± 0.2 30.8± 1.0 2983.6± 0.6 31.8± 0.8

f2(1640) 1.622 (fixed) 0.70 (fixed) 1.621 100.3 1639± 6 99+60
−40

f2(1950) 2.030 (fixed) 1.20 (fixed) 1.944 478.3 1944± 12 472± 18

f0(1710) 1.706(fixed) 0.73(fixed) 1.726 139.3 1723+6
−5 139± 8

f0(2020) 2.075(fixed) 1.14(fixed) 1.994 438.3 1992± 16 442± 60

Table 4.10: K- and T -matrix parameters for the fit with the final hypothesis H1

The resulting fit hypothesis is therefore given by

H1 = {η(1760), X(1835), η(2225), η(2500), ηc, f0(1710), f0(2020), f2(1640), f2(1950)}.

The projection of this fit to the invariant ωω mass and its decomposition into the differ-
ent contributions is shown in Figure 4.17a, while a collection of angular distributions is
displayed in Figure 4.18. In general a very good agreement between fit and data can be
observed, apart from minor systematic deviations that are noticeable in both λ distribu-
tions. Table 4.10 lists the K- and T -matrix parameters that were obtained for the fit using
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Fig. 4.18: Angular distributions of both ω mesons and corresponding λ distributions for
the fit using the final hypothesis (H1).
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hypothesis H1. In contrast to the T -matrix parameters given for all previous fit results,
the statistical uncertainties for the T -matrix pole masses and widths were determined
for this final fit. For this purpose the corresponding K-matrix parameters were varied,
while for each variation step the remaining free parameters were re-optimized so that the
correlations between all parameters are taken into account. This way, the corresponding
T -matrix parameter variation for a likelihood change of 0.5 points could be evaluated and
was taken as the statistical uncertainty.

4.8.4 Interpretation of the Results

In this analysis, the η(1760) was identified as the main contribution to the enhancement
at the ωω mass threshold. The T -matrix pole position of this resonance is however found
to be 20 − 30 MeV/c2 (≈ 2σ) larger than what is currently listed by the PDG [1], while
its width is compatible with the PDG value. The discrepancy between the T -matrix pole
position and the PDG value is observed for both hypotheses, the one presented in Section
4.8.2 and the final one (H1), and thus is not introduced by the additional pseudoscalar
component at m(ωω) ∼ 1.83GeV/c2. The parameters of this additional resonance are
compatible with the values listed for the X(1835), however the nature of this particle is
somewhat unclear:

A very narrow threshold enhancement was observed in the decay J/ψ → γpp, while a
resonance with a width of ∼ 190 MeV/c2 was observed at about the same mass in the
η′ππ channel [50][51]. The PDG interprets these two findings as one state, the X(1835),
but a superposition of two states is also discussed as a possible explanation [1]. In the ωω
mass spectrum presented in this analysis, a rather sharp drop of the intensity is observed
at a mass slightly above 1850 MeV/c2, which perfectly coincides with the opening of the
pp threshold. This behavior could in principle be explained by a coupling of the η(1760)
meson to the pp channel. The K-matrix formalism used in this analysis provides the
possibility to describe the coupling of resonances to multiple final states, thus the effect
of opening the pp channel for the η(1760) could be studied here. The effect is visible,
but the drop of the intensity was found to be orders of magnitude too small. For studies
like this, the g-factors responsible for the coupling to both final states must be left free in
the fit, since none of these values - or at least ratios between them - have been measured
before. This can lead to unphysical results, since the behavior of the contributions in the
additionally opened channel is not controlled. This shortcoming could be overcome in a
coupled channel analysis, where data in the pp final state can be fitted simultaneously.
This example also holds true for (most) other contributions that are appearing in the
parameterization presented here, and also for many more mass thresholds that are present
in the region between 1.5 and ∼ 2.5 GeV/c2.

The η(2225) was only observed in the φφ system produced in radiative decays of the J/ψ
before [12],[47],[48]. The enhancement at ∼ 2.2 GeV/c2 is also clearly visible in the 0−+

contribution that was extracted using the model independent PWA and thus was identified
with the η(2225). The corresponding T -matrix pole mass was found to be ∼ 100 MeV/c2

smaller than what is known from the φφ system, while the width is compatible with the
PDG average value. It should be noted here, that the width of this state is only poorly
known and given with large uncertainties in [1].

The deviation between the fit and data in the mass region m(ωω) > 2.2 GeV/c2 could be
resolved by adding a new state to the parameterization, called the X(2500). Despite the
finding that also the high mass region of the ωω system is dominated by a pseudoscalar
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component, the data can be well reproduced by adding a resonance with a T -matrix pole
position of m = 2488+13

−14 MeV/c2 and a width of (215± 15) MeV/c2. No compatible state
is listed by the PDG with a 0−+ assignment up to now, however in a very recent partial
wave analysis of the decay J/ψ → γφφ [52] a similar structure was observed. There, an
additional contribution was needed to adequately describe the φφ system which is located
at a mass of m = 2470+15+101

−19−23 MeV/c2 with a width of Γ = 230+64+56
−35−33 MeV/c2. Both,

mass and width, are compatible within their errors with the resonance parameters of the
X(2500) observed in this analysis. It should be noted here, that the existence of this state
is rather unclear and should be considered with caution.

However, it can be concluded that significant pseudoscalar production is observed over the
complete ωω mass spectrum, which may contain more resonances than what is known up
to now.

The resonance parameters of the ηc are very close to the PDG values, however a detailed
study utilizing a sophisticated description of the line shape of this charmonium state will
be presented in Chapter 5 for the measurement of the ηc → ωω branching fraction, which
is measured for the first time within the scope of this work.

A significant 2++ contribution in the direct vicinity of the ωω mass threshold was identified
with the f2(1640) meson, which was already observed by the BESII experiment in the ωω
channel [10]. Both the T -matrix mass and width are compatible with the values reported
by BESII.

The parameters of all remaining contributions, namely the f2(1950), the f0(1710) and the
f0(2020) were not optimized in this study due to their small relative contributions and
the difficulties that arise in the clear differentiation between 0++ and 2++ contributions.
All T -matrix pole positions and widths of these resonances were chosen to be coinciding
with the PDG values.

In general, the data can be well described with the solution presented in this analysis.
Figure 4.19 shows a comparison of the contributions to the 0−+, 0++ and 2++ waves
extracted from the model independent PWA presented in Section 4.7, together with the
projection of the corresponding 0−+, 0++ or 2++ K-matrix components. A very good
agreement is observed for the pseudoscalar contribution. The behaviour of the 0++ wave
is represented fairly well, while the largest differences are visible for the 2++ component. It
should be stressed here, that the contributions to the 0++ and especially the 2++ waves are
very difficult to extract in both, the model dependent as well as the model independent
PWA. The 0−+ contribution however is found to be very stable, independent from the
parameterizations of the scalar and tensor contributions. It is noteworthy, that most of
the assumptions on contributing resonances discussed in Section 4.7.4 have been confirmed
by the model dependent analysis.

Determination of Branching Fractions

Using the final fit result the product branching fractions B(J/ψ → γX → γ(ωω)) of the
individual fit contributions can be calculated (see Table 4.11). Additionally, also the value
for B(J/ψ → γωω) is determined. The branching fraction is given by

B(J/ψ → γX → γ(ωω)) =
NX

NJ/ψB2(ω → π+π−π0) · B2(π0 → γγ) · ε , (4.36)
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Fig. 4.19: Comparison of the contributions from different partial waves (colored his-
tograms) extracted from the model independent PWA (cf. Figure 4.9) overlayed
with the 0−+ (left), 0++ (center) and 2++ K-matrix (right) contributions from
the best model dependent PWA fit (red line).

where NX and NJ/ψ denote the number of events assigned to the contribution X by the
fit and the total number of recorded J/ψ events in the BESIII data set, respectively. Due
to the usage of the K-matrix approach, the extraction of branching fractions for single
resonances is not straightforward. Technically it is possible to extract single components
by setting the parameters which are describing the production strength of all other reso-
nances to zero, however due to possibly large interferences and effects like rescattering, the
extracted values must be interpreted with caution. In the case presented here, all three
matrices contain broad and partly overlapping contributions, so that only the product
branching fractions B(J/ψ → γX → γ(ωω)), whereas X denotes a complete JPC contri-
bution described by a K-matrix, are extracted here. Since these values are in general not
comparable with the branching fractions for single resonances listed e.g. in [1], the mass
region of the ηc is analyzed separately to extract its branching fraction into a pair of ω
mesons (see Chapter 5).

The efficiency ε is determined by weighting a generated and a reconstructed MC sam-
ple using the probability density function obtained by the best fit. This method allows
for a much more precise determination of the efficiency than the simple one-dimensional
approximation that was performed in Section 3.2.8, since all angular distributions and
decay dynamics are considered correctly. A more detailed description of the method can
be found in 5.2.1. The systematic errors of the calculated branching fractions were de-
termined from all sources listed in Table 4.12, whereas a description on the origin of the
different systematic errors is given in Chapter 5. The difference of the extracted yield for
the single components between a fit using hypothesis H1 and hypothesis H0 was used to
estimate the systematic uncertainty arising from the PWA fit model and is also listed in
Table 4.12.

The branching fraction for the decay J/ψ → γωω was determined with unprecedented
precision in this analysis and is listed in Table 4.11. The deviation between the value
determined in this analysis and the world average value BPDG(J/ψ → γωω) = (1.61 ±
0.33) · 10−3 [1] is about 2.7σ, which is regarded as not significant. The average listed
in [1] is based on two low statistics measurements (120 and 412 events) from the late
1980s ([8],[9]) and a more recent measurement by BESII with very large uncertainties
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(BBESII(J/ψ → γωω) = (6.0±4.8±1.8) ·10−3) [53]. The uncertainties of the measurement
presented in this work are a factor of two smaller than those of the PDG average.

Number of events B ±∆Bstat. ±∆Bsyst.

B(J/ψ → γ 0−+ → γωω) 52883± 291 (1.76± 0.01± 0.12) · 10−3

B(J/ψ → γ 0++ → γωω) 11431± 354 (0.38± 0.01± 0.03) · 10−3

B(J/ψ → γ 2++ → γωω) 10516± 460 (0.35± 0.02± 0.05) · 10−3

B(J/ψ → γωω) 75245± 274 (2.50± 0.01± 0.16) · 10−3

Table 4.11: Branching fractions of the three fit contributions and the decay J/ψ → γωω

Source Uncertainty

Number of J/ψ events 0.5%

Track reconstruction (4 pions) 4%

Photon reconstruction (5 photons) 5%

External branching fractions:

ω → π+π−π0 0.8%

π0 → γγ 0.03%

Systematic error of Q-factor method 0.9%

PWA fit model: 0−+ : 2%, 0++ : 3%, 2++ : 13%

Quadratic Sum: 0−+ : 6.8%, 0++ : 7.2%, 2++ : 14.5%

Table 4.12: Summary of the systematic uncertainties
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5 Measurement of the ηc → ωω Branching Fraction

The extraction of the number of observed ηc → ωω events and subsequently also the
corresponding branching fraction was carried out in a dedicated analysis restricted to the
mass range m(ωω) ≥ 2.7 GeV/c2. The ηc signal was already excellently described by
the best model dependent fit presented in Chapter 4, however it may be not straight-
forward to extract contributions of single resonances from a K-matrix parameterization
(see ”Review on Dalitz Plot Analysis Formalism” in [1]). In order to provide a number
for the branching fraction that is comparable to others listed in [1], therefore a different
parameterization was chosen. However, the ηc signal can not be described by a simple
Breit-Wigner function and needs to be modified to account for the distortion of the line
shape due to the radiative J/ψ decay. Details on the parameterization of the ηc signal, the
PWA fit and the extraction of the branching fraction as well as the systematic uncertainties
are discussed in the following sections.

5.1 Description of the Line Shape

When extracting the ηc signal yield from the reconstructed data, special attention must
be paid to the line shape. CLEO-c first observed a distortion of the ηc line shape in
radiative ψ(3686) decays, which required a more sophisticated description than a simple
Breit-Wigner function [54]. The observations show, that the signal of the ηc is obviously
asymmetric, when it is produced in radiative decays. A strong tail towards lower masses
is observed, while the signal drops rapidly on the high mass side, as can be seen in Figure
5.1a.

In Chapter 4.3.2 it was shown, that the helicity decay amplitudes of a resonance can be
expanded into the radiative multipole basis. The radiative transition of the ψ(3686) or the
J/ψ into γηc in this basis is described by an M1 transition. In this naming scheme, which is
adopted from nuclear transitions, M1 designates a magnetic-dipole transition. In the case
of the ψ(3686)→ γηc decay, one speaks of a hindered M1 transition, while the J/ψ → γηc
decay is described by a pure M1-transition [56]. CLEO-c took this transition into account
by modifying the resonance shape with a term describing the energy dependence of the
M1-transition matrix element. For the pure transition, the matrix element depends on the
energy as ∝ E3

γ [57]. In their analysis, CLEO-c fitted the energy spectrum of the radiative
photon with a relativistic Breit-Wigner function, modified with the energy dependence
of the matrix element. While this improves the fit at the peak, it automatically leads
to a diverging tail towards higher photon energies. To avoid this unphysical behavior, a
damping function of the form E2

γ,0/(EγEγ,0 + (Eγ − Eγ,0)2) is suggested in [58] by the
KEDR collaboration. Here, Eγ denotes the energy of the radiative photon, while Eγ,0 is
the most probable photon energy, which is corresponding to the peak position of the ηc and
is calculated using the nominal PDG mass. It was found that by including this damping
function the line shape of the ηc can be described very well. Thus the combination of the
E3
γ-term from the energy dependence of the matrix element, together with the damping

function was used in this analysis. Figure 5.1a shows the Q-weighted invariant mass of
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FIG. 1: The M(Xi) invariant mass distributions for the decays KSK+π−, K+K−π0, ηπ+π−, KSK+π+π−π−, K+K−π+π−π0

and 3(π+π−), respectively, with the fit results (for the constructive solution) superimposed. Points are data and the various
curves are the total fit results. Signals are shown as short-dashed lines, the non-resonant components as long-dashed lines,
and the interference between them as dotted lines. Shaded histograms are (in red/yellow/green) for (continuum/π0Xi/other
ψ(3686) decays) backgrounds. The continuum backgrounds for KSK+π− and ηπ+π− decays are negligible.

The changes, 0.05 MeV/c2 in mass and 0.06 MeV in
width, are taken as systematic errors. Moreover, we as-
sign a 0.07 MeV/c2 (0.06 MeV) error in mass (width) for
the non-resonant component shape that is obtained by
changing the polynomial order.

The consistency of the mass scale and resolution be-
tween data and MC is checked with the decay ψ(3686) →
γγJ/ψ, and the possible discrepancy is described by a
smearing Gaussian distribution, where a non-zero mean
value indicates a mass offset, and a non-zero σ repre-
sents difference between the data and MC mass reso-
lutions (σ2

data − σ2
MC). A typical mass shift is about

-1.0 MeV/c2 and the resolution smear is 3.0 MeV. An-
other possible bias is for the difference from input value
and that after event reconstruction and selection, and
which is small for both mass shift (< 0.3 MeV) and res-
olution smear. Both of them are added in the smear-
ing Gaussian distribution. By varying the parameters
of the smearing Gaussian distribution from the expected
value, we estimate the uncertainties. From a large num-
ber of tests, the standard deviation of the resulting mass
(width), 0.38 MeV/c2 (0.27 MeV), is taken as a sys-
tematic error in mass (width) for the mass scale uncer-
tainty. A 0.35 MeV/c2 (0.60 MeV) systematic error in
mass (width) is assigned due to the mass resolution un-
certainty.

The systematic error due to the fit range is estimated
by varying the lower-end between 2.6 and 2.8 GeV and

the higher-end between 3.1 and 3.3 GeV. The changes,
0.05 MeV/c2 in mass and 0.07 MeV in width, are assigned
as systematic errors. A mass-dependent efficiency is used
in the fit. By removing the efficiency correction from the
fitting PDF, the changes, which are 0.05 MeV/c2 in mass
and 0.06 MeV in width, are taken as systematic errors.
The stability of the simultaneous fit program is checked
by repeating the fit a thousand times with random ini-
tialization; the standard deviation of mass and width,
0.14 MeV/c2 and 0.66 MeV, respectively, are taken as
systematic errors.

Assuming all these sources are independent, their sum
in quadrature is taken as the total systematic error. We
obtain the ηc mass and width

mass = 2984.3 ± 0.6 ± 0.6 MeV/c2,

Γ = 32.0 ± 1.2 ± 1.0 MeV,

where the first errors are statistical and the second are
systematic.

The relative phases for constructive interference or de-
structive interference from each mode are consistent with
each other within 3σ, which may suggest a common phase
in all the modes under study. A fit with a common phase
(i.e. the phases are constrained to be the same) describes
the data well, with a χ2/ndf = 303.2/279. Comparing to
the fit with separately varying phases for each mode, we

(b)

Fig. 5.1: (a) Illustration of the difference between an unmodified relativistic Breit-Wigner
function (dashed line) and the modified version (solid black line) as description
of the ηc signal for the selected and Q-weighted data from this analysis.
(b) One dimensional fit to the m(3(π+π−)) spectrum from [55]. Here, interfer-
ence between the ηc signal and the non-resonant background was allowed.

the ωω system in the region of the ηc from this analysis. To demonstrate the difference
between a standard relativistic Breit-Wigner function and the modified version, two fits to
this one-dimensional mass spectrum were performed and are displayed. For both fits, the
non-resonant background is described with a second-order Chebychev-polynomial. The
modified signal function describes the data much better in both the tails as well as around
the peak position. It is noteworthy, that the peak position is shifted towards higher masses
by the modifications, which brings the value of the observed ηc mass closer to the world
average value.

In neither of the analyses from CLEO-c and KEDR, the possibility of interference between
the non-resonant background and the ηc signal were considered. This was first taken into
account by BESIII, where events from the radiative decay ψ(3686) → γηc were recon-
structed using six exclusive decay modes of the ηc [55]. The line shape was described by a
one-dimensional fit to the ηc mass spectrum, including the hindered-M1 matrix element
as well as the damping function. Additionally, a free phase parameter was introduced to
account for possible interference between the signal and the non-resonant background. In
a combined fit it was found, that the interference is needed to adequately describe the line
shape in all six exclusive modes. Figure 5.1b shows the invariant mass of 3(π+π−) from
the earlier BESIII-analysis, where the strength of the interference is symbolized by the
fine-dotted line.

The effect of this interference must be considered and has a significant impact on exclu-
sively reconstructed events. Conclusively, for this analysis all findings were taken into
account and finally a model dependent PWA in the region 2.65 ≤ m(ωω) ≤ 3.05 GeV/c2

was performed. The chosen PWA model includes the description of the ηc signal with a rel-
ativistic Breit-Wigner function, modified with the energy dependence of the M1-transition
matrix element as well as the damping function.
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5.2 Model Dependent PWA in the ηc Mass Region

The main purpose of the PWA conducted in a restricted region of the ωω invariant mass
is the extraction of the ηc signal yield, while allowing for quantum-mechanical interference
between the ηc and other contributions and taking all phase space dimensions into account.
In contrast to a one-dimensional fit, no additional fit parameters have to be introduced
to account for the interference, as it was done e.g. in [55]. The interference is taken into
account by the complex amplitudes already.

The strategy that was chosen here, is similar to that applied for the model independent
study presented in Chapter 4.7. Also here, a number of hypotheses was tested indepen-
dently and finally the best hypothesis was selected using the information criteria presented
in Section 4.7.2. All hypotheses contain one contribution, that describes the ηc signal. The
dynamical part of this amplitude is constructed from a relativistic Breit-Wigner function,
multiplied with a factor describing the energy dependence of the M1-transition matrix
element (E3

γ) and a damping factor of the form E2
γ,0/(EγEγ,0 + (Eγ − Eγ,0)2), as intro-

duced by the KEDR-collaboration [58]. Furthermore, the mass and width of the ηc have
been left floating in the fits. Apart from the signal, one up to three different additional
contributions were allowed. All of these ”non-resonant” contributions are described with-
out adding a dynamical part to the amplitude, thus no line-shape is parameterized and
the contributions are describing the phase-space only. For the non-resonant contributions,
the quantum numbers JPC = {0−+,0++,1++,2++} were considered, according to the re-
sults of the model independent PWA. Using this strategy, one can construct 14 different
hypotheses. It is also to be expected from the model independent PWA, that apart from
the ηc signal, a strong (non-resonant) pseudoscalar contribution is found. Furthermore,
contributions of 0++, 1++ and/or 2++ components are likely to be found.

The results of the 14 fits with floating mass and width parameters were sorted using the
∆AICc+ ∆BIC model selection criterion and are listed in Table 5.1. This table also lists
the single AICc and BIC values, as well as the difference between these ranking criteria
to that of the best hypothesis. The hypothesis yielding the best ∆AICc + ∆BIC value,
is given by

H0 = {ηc, 0−+, 0++, 1++}, (5.1)

which is therefore selected to be used for the determination of the nominal ηc yield. How-
ever, it is interesting to notice that the second best hypothesis yields a lower value of the
AICc criterion than the best hypothesis. If only the ∆AICc criterion had been consid-
ered, the hypothesis H1 = {ηc, 0−+, 0++, 2++} would have been selected as the best one.
It should also be noted, that the third best hypothesis is a subset of the second best,
in which the 0++ component is missing. This suggests, that the 0++ component in H1

is the least significant one. The hypothesis H1 is used to estimate the systematic error
introduced by the procedure of selecting the best hypotheses (cf. Section 5.3).

Table 5.2 lists the most important parameters of the best fit, including the extracted yield
of the ηc signal. A sample of 1076 ηc → ωω signal events were reconstructed. The value of
the total yield obtained from the fit is in very good agreement with the number of events
present in the fitted data subsample, given by the sum over all event weights (

∑
iQi).

However, adding up the yields of all single contributions delivers a value corresponding to
only ∼ 83.7% of the total yield. This means, that the integral interference in the selected
mass range is on the level of ∼ 16.3%. It can be concluded that the interference, which
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i Hypothesis log(LH) n.d.f. BIC ∆BIC AICc ∆AICc ∆AICc

Hi +∆BIC

0 0−+0++1++ −4182.68 13 −8255.71 0.00 −8339.27 0.00 0.00

1 0−+0++2++ −4202.93 21 −8228.74 26.97 −8363.66 −24.39 2.58

2 0−+2++ −4189.89 17 −8236.39 19.32 −8345.64 −6.37 12.95

3 0−+1++2++ −4188.02 21 −8198.93 56.78 −8333.84 5.43 62.21

4 0−+0++ −4128.05 9 −8180.19 75.52 −8238.06 101.21 176.73

5 0−+1++ −4048.57 9 −8021.23 234.48 −8079.10 260.17 494.65

6 2++ −3969.40 15 −7812.28 443.43 −7908.69 430.58 874.01

7 0++2++ −3972.46 19 −7784.66 471.05 −7906.75 432.52 903.57

8 1++2++ −3953.96 19 −7747.67 508.04 −7869.75 469.52 977.56

9 0++1++2++ −3958.18 23 −7722.37 533.34 −7870.12 469.15 1002.49

10 0++1++ −3845.96 11 −7599.15 656.56 −7669.87 669.40 1325.96

11 0++ −3756.73 7 −7454.42 801.29 −7499.43 839.84 1641.13

12 1++ −3675.89 7 −7292.75 962.96 −7337.76 1001.51 1964.47

13 0−+ −3625.18 5 −7208.20 1047.51 −7240.35 1098.92 2146.43

Table 5.1: Results of model dependent PWA fits for 14 different hypotheses. The fits
were performed for events in the region 2.65 ≤ m(ωω) ≤ 3.05 GeV/c2 and the
hypotheses were sorted ascending by their ∆AICc+ ∆BIC value.

Parameter Value

Yield 0−+ contribution 2046± 130

Yield 0++ contribution 363± 39

Yield 1++ contribution 367± 44

Yield ηc contribution 1076± 49

Total No. of fitted events 4601± 68∑
iQi 4601.45

mηc (2982.7± 0.9) MeV/c2

Γηc (27.6± 1.4) MeV/c2

Table 5.2: Extracted yield of all contributions and values of the ηc resonance parameters
for the selected best hypothesis (H0)

here is respected by using a full partial wave analysis, is necessary to correctly describe
the data and the observed ηc signal. Figure 5.2 shows various projections of the PWA fit
for the H0 hypothesis and their decompositions into the fitted contributions.

Although the fit was performed as an unbinned maximum-likelihood fit, one can calculate a
χ2 value of any of the naturally binned histograms, to the fit result. For the invariant mass
spectrum of the ωω system (bottom right plot in Fig. 5.2), a value of χ2/n ≈ 45.35/43 =
1.05 is obtained, where n denotes the number of bins. This shows a very good agreement
between fit and data.
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Fig. 5.2: Various projections of the model dependent PWA fit using hypothesis H0. All
distributions show the data in the mass region 2.65 ≤ m(ωω) ≤ 3.05 GeV/c2,
together with the fit result and its decomposition into the four contributions.
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Fig. 5.3: Mass and width of the ηc obtained from the best fit in this work in comparison
with the most up-to-date PDG value and results from previous measurements,
that were used as an input for the PDG average [1]. The result from this work
includes the statistical error only (green shaded area), while the error bars of
all other results include statistical and systematic uncertainties.

Figure 5.3 shows the resulting mass and width of the ηc from this work in comparison with
the value listed in the PDG. Additionally a list of results from previous experiments, that
serve as input to the PDG average are listed. While the obtained value for the mass is
compatible with many previous measurements and especially with the PDG average value
within errors, the width is on the lower side of the world average value and only fully
consistent with previous results from γγ fusion within their error bars. The deviations to
other measurements are however all smaller than 2σ of the statistical uncertainty.

5.2.1 Reconstruction and Selection Efficiency

In order to calculate the branching fraction, apart from the extracted ηc yield, several
external values must be known and the reconstruction and selection efficiency must be
estimated from MC simulations. For a correct consideration in all dimensions of the
phase-space, the partial wave analysis software is used to extract the efficiency. Therefore,
the amplitude model obtained from the best fit is used, to weight a sample of phase space
distributed MC events. This weighting is performed for the generated MC events, as well
as for the same MC events after applying the reconstruction using the BOSS software. The
resulting efficiency for the nominal result amounts to ε = 3.31%. For the determination of
the total systematic uncertainty, different fits are performed and described in Section 5.3.
For all fits, the efficiency was as well individually determined using the method described
above.
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5.2.2 Calculation of the Branching Fraction

For the determination of the ηc branching fraction, the extracted number of reconstructed
ηc events has to be corrected with the previously determined efficiency. All intermediate
resonances and the branching fractions of these, beginning with the J/ψ must also be
considered. Using the number of J/ψ events present in the data sample, all external
branching fractions, the efficiency calculated using the amplitude model and the yield of
the fitted ηc signal, the branching fraction is derived as

B(ηc → ωω) =
Nηc

NJ/ψ · B(J/ψ → γηc) · B2(ω → π+π−π0) · B2(π0 → γγ) · ε (5.2)

= (1.88± 0.09) · 10−3. (5.3)

with the values listed in Table 5.3.

The systematical uncertainties will be discussed in the following section.

Parameter Value Source

Nηc 1076± 49 this analysis

ε 3.31 % this analysis

NJ/ψ (1310.6± 7.0) · 106 [59][22]

B(J/ψ → γηc) (1.7± 0.4) % [1]

B(ω → π+π−π0) (89.2± 0.7) % [1]

B(π0 → γγ) (98.823± 0.034) % [1]

Table 5.3: Summary of values required for the calculation of the ηc → ωω branching
fraction

5.3 Systematic Uncertainties

Number of J/ψ Events

The total number of J/ψ events in the J/ψ data sample has been determined by the
BESIII collaboration from an analysis of inclusive hadronic events. The method as well
as the result for the 2009 data sample were published in [59]. The corresponding numbers
for the 2012 data sample have been determined using the same method. The combined
total number of J/ψ decays amounts to (1310.6± 7.0) · 106 [22]. The error of this number
translates to a systematic error on the ηc → ωω branching fraction of 0.5%.

Track and Photon Reconstruction

A detailed study of the well understood decay channel J/ψ → ppπ+π− has been performed
by the Data Quality group of the BESIII collaboration [60][61]. It was found, that for the
BOSS release used in this analysis (6.6.4.p01), and in a general range of pion transverse
momentum and angular distribution, a systematic error of 1% per track is a reasonable
estimation. Thus, the corresponding systematic error for the four charged pions in this
analysis amounts to 4%.
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Also for the performance of the photon reconstruction, extensive studies were performed
using the process e+e− → µ+µ−γ [62]. This initial-state-radiation process was studied
using the full J/ψ dataset, and a systematic uncertainty introduced by the photon recon-
struction efficiency of 1% per photon was found. The systematic uncertainty for the five
photons in this analysis thus is taken to be 5%.

External Branching Fractions

The errors of all external branching fractions entering the calculation are treated as sys-
tematic uncertainties and are taken from [1]. The values of these uncertainties are listed in
Table 5.7, while special attention should be paid to the branching fraction of the radiative
decay J/ψ → γηc. This branching fraction was measured by three different experiments,
but the PDG only uses the results from CLEO as well as Crystal Ball. Although the
CLEO measurement is a much more recent result, the error on the named branching frac-
tion could not be improved with respect to the Crystal Ball measurement. This branching
fraction is therefore listed with a relative error of 23.5%, which hence is the dominant
contribution to the systematic error of this analysis.

Systematic Error of the Q-Value Method

Another source for a systematic error is the performance of the Q-factor method, which
is used to suppress background of non-ωω events. The error introduced by this method
influences the event weights directly, and therefore the observed yield of the ηc component.

For a test utilizing a toy MC sample, only events in the region 2.65 ≤ m(ωω) ≤ 3.05 GeV/c2,
corresponding to the region in which the model dependent fits for the branching fraction
determination were performed, were taken into account. No decomposition of the events
into different components, especially the ηc component, was considered. This represents
the worst-case-scenario, in which the full amount of wrongly assigned Q-factors changes
the determined yield of the ηc component. Figure 5.4 shows the ωω invariant mass for
the simulated signal and background distributions, as well as the corresponding Q- and
(1−Q)-weighted events from the toy MC study presented in Appendix A with a zoom to
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Fig. 5.4: Invariant ωω mass in the ηc region for toy MC data as presented in Figure A.1.
The toy MC sample contains peaking and non peaking background contributions
proceeding via 3πω or 6π decays.
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the ηc fit region. The toy MC sample used for this study is similar to the one presented
in Section 4.7.3, but additionally includes a peaking background contribution at the mass
of the ηc. The systematic error of the ηc → ωω branching fraction due to uncertainties of
the Q-factor method was found to be 0.9%.

Systematic Uncertainty due to ηc Resonance Parameters

The best fit as described in Section 5.2 has been performed again, where mass and width
have been fixed to the nominal values as listed in [1], namely

mPDG
ηc = (2983.6± 0.6) MeV/c2 and ΓPDG

ηc = (31.8± 0.8) MeV/c2. (5.4)

The important key parameters of this fit are listed in Table 5.4 and the comparison of fit
and data in the ωω invariant mass and the angular distribution of the radiative photon are
shown in Figure 5.5. As expected, the observed ηc yield varies by a certain amount from
the nominal value. The reconstruction and selection efficiency, as well as the resulting
branching fraction are extracted for this fit in the same way as for the nominal result. The
branching fraction was determined to be B(ηc → ωω) = (1.96± 0.08) · 10−3.

The deviation from this value to the nominal result is taken as a systematic uncertainty,
which amounts to 4.3%.
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Fig. 5.5: Angular distribution of the radiative photon (left) and invariant ωω mass (right)
for the fit with fixed values for the mass and width of the ηc.

Hypothesis log(LH) n.d.f. m(ηc) Γ(ηc) ε Nηc

MeV/c2 MeV/c2

0−+0++1++ −4178.32 11 (2983.6) (31.8) 3.31% 1125± 48

Table 5.4: Parameters of the best fit with fixed mass and width of the ηc.

Variation of the Fit Range

To determine the systematic uncertainty due to the choice of the ωω mass range, the fit
for the nominal result, e.g. using the best hypothesis and floating parameters for m(ηc)
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and Γ(ηc), is performed again for a smaller and a larger mass range. While the nominal
fit is performed in the mass range 2.65 ≤ m(ωω) ≤ 3.1 GeV/c2, the lower boundary was
varied by ±50 MeV/c2 and the branching fractions were extracted in the same way as for
the previously described fits. The branching fractions were calculated to

Fit range 2700− 3050 MeV/c2 : B(ηc → ωω) = (1.96± 0.10) · 10−3, (5.5)

Fit range 2600− 3050 MeV/c2 : B(ηc → ωω) = (1.80± 0.08) · 10−3. (5.6)

Table 5.5 lists the parameters for both fits. From the maximum observed deviation of the
calculated branching fraction to the nominal result, a contribution to the systematic error
of 4.3% was obtained.

Fit range log(LH) n.d.f. m(ηc) Γ(ηc) ε Nηc

MeV/c2 MeV/c2 MeV/c2

2700− 3050 −3833.61 13 2983.6± 0.9 28.0± 1.4 3.30% 1124± 55

2600− 3050 −4581.65 13 2982.0± 0.9 27.4± 1.5 3.35% 1044± 47

Table 5.5: Parameters of the fits with larger and smaller fit range, using the hypothesis
of the best fit for the nominal result

Selection of Hypothesis

The ranking by the ∆AICc+ ∆BIC criterion only slightly preferred the best ranked over
the second best hypothesis. To determine the systematic error introduced by the choice
of the hypothesis, the branching fraction is extracted from the fit with the second best
hypothesis, H1 = {ηc, 0−+, 0++, 2++}, as well. Figure 5.6 shows the angular distribution
of the radiative photon and the ωω invariant mass for this fit. Taking into account the
parameters of the second best fit, which are listed in Table 5.6, the branching fraction
was determined to be Bsecond = (1.92± 0.08) MeV/c2, which corresponds to a deviation of
2.1% from the nominal result. This deviation is taken as the systematic error due to the
selection of the hypothesis.
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Fig. 5.6: Angular distribution of the radiative photon (left) and invariant ωω mass (right)
for the second best fit
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Hypothesis log(LH) n.d.f. m(ηc) Γ(ηc) ε Nηc

MeV/c2 MeV/c2

0−+0++2++ −4202.93 21 2982.2± 0.8 27.5± 1.1 3.29% 1091± 46

Table 5.6: Parameters of the second best fit with the hypothesis H1 =
{ηc, 0−+, 0++, 2++} in the ηc mass range

5.4 Final Result for the ηc → ωω Branching Fraction

All contributions to the systematic error are listed in Table 5.7. This table also shows the
quadratic sum of all systematic uncertainties, as well as the quadratic sum excluding the
uncertainty of the branching fraction of the decay J/ψ → γηc. The uncertainty in this
branching fraction is dominating the total systematic uncertainty. Therefore, the final
value of the branching fraction for the decay ηc → ωω is given together with its statistical
uncertainty, the uncertainty arising from the J/ψ decay branching fraction (labeled with
”ext.”) and the quadratic sum of all other systematic uncertainties.
The final value of the branching fraction is therefore given by:

B(ηc → ωω) = (1.88± 0.09stat. ± 0.17syst. ± 0.44ext.) · 10−3 (5.7)

Source Uncertainty

Number of J/ψ events 0.5%

Track reconstruction (4 pions) 4%

Photon reconstruction (5 photons) 5%

External branching fractions:

J/ψ → γηc 23.5%

ω → π+π−π0 0.8%

π0 → γγ 0.03%

Systematic error of Q-factor method 0.9%

Fixed vs. floating m(ηc),Γ(ηc) 4.3%

Variation of fit range 4.3%

Selection of hypothesis 2.1%

Quadratic Sum (all): 25.2%

Quadratic Sum (w/o B(J/ψ → γηc)): 9.2%

Table 5.7: Summary of the systematic uncertainties
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6 Conclusion and Discussion of Part I

The radiative decay J/ψ → γωω was studied using data recorded by the BESIII exper-
iment within the scope of this thesis. The decay results in a highly complex final state
of four charged pions and five photons, which were combined to select events containing
two ω mesons accompanying the photon from the radiative decay of the J/ψ. The system
under study in this analysis is the ωω vector meson pair, whereas no resonant structures
are expected or observed in the γω system.

While the pion and photon mis-combination fraction was found to be negligible, a large
contribution of background events containing only one (ω3π), or even none of the required
ω resonances (6π) was observed. Further analysis steps greatly benefit from the application
of an event based background subtraction method, based on probabilistic weights. The
method and especially the choice of crucial normalization parameters were investigated
and validated using toy Monte Carlo samples. After application of this method to the
selected data set, a clean sample of 75245 ± 274 events was obtained and subjected to a
full partial wave analysis.

In the first analysis stage, a model independent PWA in bins of the invariant mass of the
ωω system was performed. The dominantly contributing partial waves could be determined
by fitting the data under various different fit hypotheses for each bin individually. The
best hypothesis for each bin was determined by exploiting two different information criteria
from model selection theory, namely the BIC and the AICc criterion. No condition on the
continuity of the solution with respect to the ωω mass was required, so that this approach is
regarded as unbiased. The model independent analysis revealed a dominant pseudoscalar
(0−+) contribution over the full mass range. Two enhancements at the beginning and at
the end of the available phase space are observed and can be assigned a predominantly
pseudoscalar character.

Furthermore, significant contributions are observed in the scalar (0++) and tensor (2++)
partial waves. Various tests have shown, that although the differentiation between scalar
and tensor contributions in single bins is not always unambiguously possible in this special
case, the global behavior of both partial waves can be identified: Significant 2++ contri-
butions are found in the direct vicinity of the ωω mass threshold (m(ωω) ≈ 1.63 GeV/c2)
as well as a rather broad contribution located around m(ωω) ≈ 2 GeV/c2. A similar
pattern is observed for the 0++ contribution, although here the two possible contribu-
tions located at ∼ 1.7 GeV/c2 and ∼ 1.9 GeV/c2 are not well separated and thus may
be originating from broad and overlapping resonances. The contributions of other partial
waves are found to be insignificant. It should be noted here, that especially the intensity
of the dominant pseudoscalar contribution could be extracted with a very good stability
regarding all systematic tests.

Based on the findings of the model independent analysis also a model dependent analysis
was performed. Since it had to be expected that overlapping resonances contribute at least
in the 0−+ and 0++ waves, a description utilizing the K-matrix formalism was chosen. The
K-matrix parameterizations were restricted to describe the coupling to the ωω channel
only. An iterative approach for the construction of various fit hypotheses based on all
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relevant states listed in [1] was employed. As an outcome of this strategy involving several
hundred individual fits, a hypothesis was obtained for which a very good description of
the data is achieved and which is additionally in very good agreement with the results
of the model independent PWA. Especially the intensity of the 0−+ contribution could
be excellently reproduced, while a reasonably good agreement for the scalar and tensor
contributions is obtained.

In the final fit, the dominant pseudoscalar contribution was parameterized using five
poles: The large enhancement at the ωω mass threshold is undoubtedly dominated by
pseudoscalar contributions. This finding is consistent with the result of several previ-
ous experiments, where the enhancement was identified with the η(1760), but stands in
striking contrast to the results obtained by the Belle experiment in γγ-fusion. Belle also
observes a strong threshold enhancement in the invariant ωω mass, however their analysis
suggests that the enhancement is dominated by 0++ and 2++ contributions. This could
indicate, that the source of the pseudoscalar threshold enhancement shows only a rela-
tively weak coupling to photons and thus could be assigned a gluonic content. However,
with the approach utilized in this analysis, it was not possible to obtain a good agreement
between fit and data when the enhancement is described by the η(1760) alone. Especially
the high-mass tail of the enhancement shows a rather sharp drop located at 1.86 GeV/c2

which coincides with the pp threshold. Allowing a coupling of the η(1760) to the pp chan-
nel was investigated and found to be not sufficient to describe the data. Additionally,
the possibility that the enhancement is dominated by two resonances was investigated. It
was found, that the structure can be well described when an additional, slightly narrower,
resonance is added, which could be identified with the X(1835). This state is observed
as a threshold enhancement in the pp channel [49]. The assumption of the presence of
the X(1835) is supported by [63], where the mixing angle between the η(1760) and the
X(1835) is derived, and even a calculation for the mixing of both states in the ωω channel
is given. In the higher mass region, the structure at m(ωω) ≈ 2.98 MeV/c2 can be well
described by the lowest lying charmonium state, the ηc, which has not been observed in
its decay into a pair of ω mesons before.

Apart from the ηc, two additional states were necessary to describe the data in the mass
region above 2 GeV/c2: A significant contribution located at an invariant mass of the ωω
system of about 2134 MeV/c2 was identified with the η(2225) meson, which was previously
observed in the decay J/ψ → γφφ [48][52]. Additionally, another state with a mass of
2488+13

−14 MeV/c2 and a width of (215 ± 15) MeV/c2 was introduced. This state, called
X(2500), has so far only been possibly observed in a recent partial wave analysis of the
φφ system produced in radiative J/ψ decays [52]. The observed mass and width of the
X(2500) are in very good agreement with those observed in the φφ channel. Including this
state improves the fit quality significantly, however since this state is located in a region of
low statistics in the invariant ωω mass, other explanations for the enhancement at about
2.5 GeV/c2 are possible (i.e. non-resonant processes).

As it was expected from the results of the model independent PWA, two resonances were
identified to contribute to the 0++ and the 2++ waves each: The two scalar resonances
were identified with the overlapping f0(1710) and the f0(2020) with a width of about
440 MeV/c2, while the tensor contribution can be described very well by the f2(1640) and
the f2(1950) mesons. The latter of which has a relatively large width of approximately
470 MeV/c2. In fact, the f2(1950) is occasionally discussed as a candidate for a tensor
glueball [64], since its decay pattern suggests a largely flavor-blind decay. Additionally, its
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mass is close to the Lattice QCD prediction (MG ≈ 2.39 GeV/c2) for the lightest tensor
glueball [4]. Recent calculations based on an effective theory even suggest a broad tensor
glueball state with a mass of M ≈ 2 GeV/c2, for which explicitly a significant coupling to
the ωω channel is predicted [65].
Additionally, the branching fraction of the ηc into a pair of ω mesons was measured within
the scope of this thesis. Therefore, a dedicated model dependent PWA was performed in
the mass region of the ηc. The line shape of the ηc was parameterized under consideration
of the energy dependent M1-transition matrix element for the radiative transition J/ψ →
γηc. The branching fraction was determined to be B(ηc → ωω) = (1.88 ± 0.09stat. ±
0.17syst. ± 0.44ext.) · 10−3, where the last uncertainty is due to the external branching
fraction J/ψ → γηc, which is only measured with large uncertainties. This is the first
measurement of the ηc → ωω branching fraction. The obtained value is well below the
current upper limit of B(ηc → ωω) < 3.1·10−3 listed in [1]. As for the previously measured
decays of the ηc into pairs of vector mesons (ρρ, φφ) also the branching fraction measured
in this work is about one order of magnitude larger than the theoretical prediction given
in [15].
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Part II

Developments for the PANDA
Electromagnetic Calorimeter
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7 The PANDA Experiment

The second part of this thesis deals with hardware developments for the upcoming PANDA
experiment (Antiproton ANnihilations at DArmstadt), which is a key project of the fu-
ture accelerator facility FAIR, currently under construction near Darmstadt, Germany.
PANDA will utilize a high precision antiproton beam impinging on a fixed target to per-
form various studies in the field of hadron physics. A brief overview over the envisaged
physics program of the PANDA project as well as a description of the major detector
components is given in this chapter. A more detailed description of the electromagnetic
calorimeter (EMC) and especially the construction and developments for the forward end-
cap of the EMC are discussed in Chapter 8. Chapter 10 gives an overview over the
construction and operation of the forward endcap prototype. Furthermore, the results of
the analysis of test beam data recorded at the SPS (CERN) and ELSA (Bonn) accelerators
are presented. Finally, the energy resolution for symmetric crystal matrices is extracted
for the full energy range expected for the forward endcap.

7.1 Physics Program

The physics program of the future PANDA experiment is centered around investigations
towards a better understanding of the strong interaction. While the mechanism responsible
for the generation of the mass of elementary particles - the Higgs mechanism - has been
confirmed by the discovery of the Higgs boson at the CERN LHC in 2012, the description
of hadronic matter still largely remains unknown: The explanation for the origin of the
mass of hadrons seems to be directly connected to the strong interaction, yet it is unknown
how this process works. Similar examples are the confinement of quarks or the existence
of exotic matter such as glueballs (gg, ggg) or hybrids (qqg). As was discussed in the
first part of this thesis, the BESIII experiment is one example for an experiment based on
electrons and positrons as probes. In antiproton-proton annihilations however, particles
with gluonic degrees of freedom are believed to be copiously produced directly - without
any limitation on the accessible JPC quantum numbers as in the case of e+e− annihilations.
Despite all the advantages that the antiproton-proton annihilation provides for the study
of hadrons, no hadron physics experiment utilizing this unique mechanism is running at
the moment. This will change, when PANDA starts taking data in 2022. PANDA will be
supplied with antiprotons by an accelerator (see 7.2.1) providing an unprecedented beam
momentum resolution. The hadrons that can be produced at the PANDA experiment are
shown in Figure 7.1 in dependence of antiproton beam momentum.

The spectroscopy of charmonia (cc mesons) and open charm mesons (cq or cq with
q ∈ {u, d, s}) is a key part of the PANDA physics program and an important element
towards the understanding of the strong interaction. Theoretical calculations and pre-
dictions, e.g. from Lattice QCD, are matching quite well the experimentally discovered
charmonia below the DD threshold. However, above this threshold large discrepancies are
observed. PANDA will be able to scan this high mass region and clarify the existence and
properties of states that are poorly measured up to now or have not yet been observed,
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Fig. 7.1: Masses of hadrons that are accessible with the PANDA experiment

but predicted. Apart from charmonia, also hadrons with gluonic degrees of freedom such
as hybrids or glueballs will be studied, which will be copiously produced in the gluon-rich
environment of the antiproton-proton annihilation. Another goal of the diverse PANDA
physics program is to obtain a better understanding of the nucleon structure by measuring
i.e. the time-like electromagnetic form factor of the proton over a large momentum range
via the reaction pp → e+e−. Furthermore, the origin of hadron masses can be addressed
by the PANDA experiment by studying the process of embedding hadrons into nuclear
matter. Previous measurements utilizing hadrons consisting of light quarks (u,d,s) have
already been performed and have shown that the hadron mass changes in this process.
PANDA will be able to perform such measurements with charmed hadrons for the first
time. Another topic that will be addressed in a later stage of the PANDA experiment is
the study of hypernuclei, which requires a modification of the detector hardware. Utilizing
the antiproton beam, nuclei can be created that not only contain protons and neutrons,
but also baryons containing a strange quark called hyperons. Nuclear spectroscopy can
then be performed to investigate the interaction between the nucleons in the created hy-
pernuclei.

7.2 The Facility for Antiproton and Ion Research (FAIR)

The FAIR facility is being built as an extension to the existing laboratories and accelerators
of the GSI Helmholtzzentrum für Schwerionenforschung1. A sketch of the existing GSI
and future FAIR facility is depicted in Figure 7.2. FAIR is a large-scale international
project, which comprises experiments from different branches and disciplines: The two
large experimental collaborations PANDA and CBM are performing studies towards a
better understanding of quantum chromodynamics, while other pillars of research at FAIR
include the investigation of nuclear matter (SPARC, FLAIR, ELISe, MATS), plasmas at

1Formerly known as Gesellschaft für Schwerionenforschung.



7.2 The Facility for Antiproton and Ion Research (FAIR) 113

Fig. 7.2: Sketch of the future FAIR facility. The blue lines indicate the existing accelera-
tors and beam lines of the GSI facility, while red lines shows the planned beam
lines of FAIR. [66]

extremely high densities (HEDgeHOB, WDM) as well as experiments in the fields of
biology and medicine (BIOMAT).

When the accelerator complex is finished, it will consist of two linear and eight circu-
lar accelerators. The largest of these will be the Superconducting double-ring heavy Ion
Synchrotron SIS100, which will have a circumference of 1100 m. A special feature of this
accelerator is its capability to accelerate two beams of different ion species at the same
time, which are then fed into the subsequent storage rings. Protons can be accelerated up
to an energy of 30 GeV in SIS100, while heavy ions reach energies of up to 35− 45 GeV/u.
This feature allows for the parallel operation of multiple experiments. The protons which
have been accelerated in SIS100 can either be delivered to the experiments that operate
with a proton beam, or be fed to the antiproton production target. Here, the proton beam
is impinging on a metal target (e.g. iridium) where inelastic collisions with the target ma-
terial lead to the creation of particle-antiparticle pairs. For the creation of antiprotons
this process can be written as p+ p→ p+ p+ p+ p. The produced antiprotons are then
collected and separated from other residue particles with a magnetic horn before they can
be accumulated in the Collector Ring (CR). The antiprotons are then transferred into
the Recuperated Energy Storage Ring (RESR), where they are cooled before they can be
injected into the High Energy Storage Ring (HESR). This part of the FAIR beam line,
which is marked with an orange dashed line in Figure 7.3, is the branch that is needed
to operate the PANDA experiment. As a consequence of a recent re-evaluation of the
complete facility, FAIR will be realized in the so-called modularized start version, which
means a staged construction. In this scenario, the RESR, in contrast to the CR and the
HESR, will not be available in the initial phase of experiments, which puts a limitation
to the initial performance of the PANDA experiment (see Section 7.2.1). The start of the
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92 4.2 Das FAIR-Projekt

Für das PANDA-Experiment werden hochenergetische Protonen aus dem SIS100 benötigt, die
durch Kollision mit einem Iridium-Target über die Reaktion p+ p! p+ p+ p+ p Antiprotonen
erzeugen. Die Antiprotonen werden dann mit magnetischen Filtern von den Protonen getrennt
und in den Collector Ring (CR) bzw. in den Recuperated Experimental Storage Ring (RESR)
geleitet (siehe Abbildung 4.3), wo sie zuerst gekühlt (CR) und dann gesammelt (RESR) werden.
Von dort werden die Antiprotonen entweder in den NESR (New Experimental Storage Ring),
der das FLAIR-Experiment beliefert, oder in den HESR (High Energy Storage Ring) geführt.
Der HESR beliefert auch PANDA mit Antiprotonen. Da PANDA von einem hochpräzisen Anti-
protonenstrahl bei gleichzeitig hoher Intensität abhängig ist, soll die Funktionsweise des HESR
im Folgenden näher beleuchtet werden.
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Abb. 4.3: Schematische Übersicht über die Beschleuniger und Experimente des FAIR-
Projekts. Die Farben kennzeichnen die Teilchensorte bzw. ihren Verwendungszweck [58].

4.2.1 Der High Energy Storage Ring

Der High Energy Storage Ring, an dem das PANDA-Experiment betrieben werden wird, be-
schleunigt Antiprotonen auf Impulse zwischen 1,5 - 15 GeV/c. Diese Impulse sind notwendig,
um bei ruhendem Target, wie es bei PANDA vorliegt, Charmonium-Resonanzen oder Hadronen
mit offenem Charm (D-Mesonen oder, wenn noch Strangeness enthalten ist, Ds-Mesonen) zu er-
zeugen. Die Energieschwelle, um ein ⌦0

c⌦
0
c-Paar (der Quarkinhalt eines ⌦0

c ist ssc) zu erzeugen,
liegt bei 15 GeV/c, was mit dem HESR noch gerade im Bereich des Möglichen liegt.
Der HESR besitzt die Form einer Stadionrennbahn und hat einen Gesamtumfang von 574 m
mit zwei langen Geraden à 132 m Länge [59]. Die Antiprotonen werden auf der Südostseite
des HESR vom RESR kommend eingefüllt und gegen den Uhrzeigersinn beschleunigt. Auf der
Ostseite liegt das PANDA-Experiment auf der Geraden (in Abbildung 4.4 durch einen schwar-
zen Pfeil am unteren Bildrand gekennzeichnet), während auf der gegenüberliegenden Seite der
Elektronenkühler Platz findet.

Fig. 7.3: Schematic overview of the different beam lines at the FAIR facility. The colors
indicate the particle species and their intended use (see legend). [66]

experiments is foreseen for the year 2022. The HESR ring and the PANDA detector are
discussed in more detail in the subsequent sections.

7.2.1 The High Energy Storage Ring (HESR)

The High Energy Storage Ring is the key component of the FAIR infrastructure required
for the operation of the PANDA experiment. The detector will be placed in one of the two
132 m long straight sections of this slow ramping synchrotron storage ring, which has a total
circumference of 574 m. The antiprotons that have been accumulated and cooled in the
CR and RESR rings are injected into HESR at a momentum of 3.8 GeV/c and can then be
decelerated down to 1.5 GeV/c or accelerated up to a maximum momentum of 15 GeV/c.
This antiproton momentum translates to a center-of-mass energy

√
s between 2.26 GeV

and 5.48 GeV for collisions inside the PANDA detector with a proton target at rest. The
proposed physics program of the PANDA experiment sets out stringent demands on the
quality of the antiproton beam, especially in terms of the desired momentum resolution.
To achieve the necessary performance, the ring will be equipped with a 4.5 MeV electron
cooler2, as well as a system for stochastic cooling. While the electron cooler is foreseen
to be used for beam momenta up to 8.9 GeV/c, the stochastic cooling can be used for
momenta larger than 3.8 GeV/c.

The ring can be operated in two distinct modes:

2In the first phase of the Modularized Start Version of FAIR, a 2 MeV electron cooler, which has recently
been installed and tested in the COSY accelerator ring at Forschungszentrum Jülich will be used in
HESR. [67]
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Figure 3.7: Schematic view of the High-Energy Storage Ring. Adapted from [56].

3.1.3.2 HESR

HESR (Figure 3.7) is designed for experiments with antiprotons of high energies2 – beam
momenta from 1.5 GeV/c to 15 GeV/c will be reached with a phase-space cooled beam [57,
58].

The circumference of the ring is 574 m, with two straight sections of 132 m each. The beam is
cooled by both electron and stochastic cooling. The ring will work in two modes: Either in high
luminosity mode, L = 2⇥ 1032/(cm2 s), with a comparably large beam momentum spread, or
in the high precision mode, �p/p = 4⇥ 10�5, with lower luminosity. 44 dipole magnets with
a total bending power of 50 T m are used.

PANDA is housed in one of the straight sections. For detection of particles ejected from its
internal target, PANDA houses both a solenoid and a large dipole magnet. Especially the last
device imposes challenges onto the accelerator design, as the magnet has to be rampable by
the accelerator control system, but each different field strengths results in different particle
detection properties inside of the experiment. Also, the magnet has to have a large aperture
and its bending of the beam needs to be corrected by additional magnets. The bending of the
beam can be seen schematically in the sketch of Figure 3.7.

Two RF cavities for beam acceleration/deceleration are installed in the straight sections of
HESR. Furthermore, kickers for injection from RESR/CR are installed. Antiprotons are always
injected at 3 GeV and then brought to the desired experimental energy.

The equipments and instruments used in HESR are currently being tested and evaluated at
the Cooler Synchrotron (COSY) facility in Forschungszentrum Jülich (FZJ).

Electron Cooling HESR will be equipped with an electron cooler with high energies of
4.5 MeV located in the straight section opposite of PANDA. Upstream and downstream from
the electron cooler, solenoid magnets for beam correction are installed. In the start version of

2FLAIR, in contrast, investigates low energy antiprotons, see Section 3.1.1.1.

Fig. 7.4: Sketch of the High Energy Storage Ring. The PANDA detector is located in the
middle of the lower straight section; the colored boxes indicate different types
of magnets and technical components of the accelerator (see legend). [68]

� In the High Luminosity Mode, up to 1011 antiprotons can be stored in the HESR. A
luminosity of up to L = 1032 cm−2s−1 with a momentum resolution of ∆p/p ≈ 10−4

can be achieved over the complete momentum range (1.5− 15 GeV/c) in this mode.

� The High Resolution Mode can be used for antiproton beam momenta up to 8.9 GeV/c,
to not exceed the operating range of the electron cooler. In this mode, only up to
1010 antiprotons can be stored in HESR, and the achievable luminosity is decreased
by one order of magnitude (L = 1031 cm−2s−1), but the momentum resolution can
be improved to reach ∆p/p ≈ 10−5.

7.3 Configuration of the PANDA Detector

The antiprotons delivered by the HESR collide with a fixed target inside the PANDA
detector. This setup leads to an extremely asymmetric spatial distribution of the reaction
products, since a large fraction of the particles created in the collision is moving in the
direction of the beam, or with small angles to the beam axis. This phenomenon is called
the Lorentz-boost, and leads to the separation of a fixed-target experiment into one detector
part which surrounds the interaction point and a second detector part responsible for the
precise measurement of particles under small angles with respect to the beam axis. In
the case of the PANDA detector, these parts are called the Target Spectrometer, which
incorporates the target system and thus surrounds the interaction point, and the Forward
Spectrometer. Together, both parts of the detector cover almost the full solid angle. The
complete detector setup has a length in beam direction of about 13 m and is depicted in
Figure 7.5. The detector components of both sub-spectrometers will be shortly introduced
in the following section.
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Fig. 7.5: Schematic view of the complete PANDA detector. The antiproton beam enters
the detector from the left side.[69]

7.3.1 The Target Spectrometer (TS)

The Target Spectrometer (TS) has a cylindrically symmetrical form and surrounds the
Interaction Point (IP), which is defined by the crossing of the beam pipe and the target
pipe. Apart from the subsystem which is responsible for the detection and identification of
muons, all other detector subsystems are placed inside a superconducting solenoid magnet,
which will provide a magnetic field with a strength of 2 T. All components are shown in
the schematic view of the TS in Figure 7.6.

Micro Vertex Detector (MVD)

The MVD is the innermost component of the PANDA tracking system. It is responsible
for the precise measurement of tracks from charged particles in a close vicinity to the
IP. Furthermore, this subdetector is essential for the detection of secondary (displaced)
vertices, as e.g. the decay vertices of hyperons, which for the most part decay after they
have left the interaction region and the beam pipe. The detector is composed of silicon
pixel and strip sensor modules, arranged in a cylindrical pattern around the beam pipe and
in the form of circular disks in beam direction. The thin silicon based sensors provide fast
signals and an outstandingly good radiation hardness, while keeping a low profile in terms
of the material budget. The signals generated by the strips and pixels of the MVD will be
digitized by radiation hard front end Application Specific Integrated Circuits (ASICs) and
read out using about 10M individual readout channels. The envisaged vertex resolution
is in the order of 100 µm [70].
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Fig. 7.6: Schematic view of the Target Spectrometer of the PANDA detector. The an-
tiproton beam enters the detector from the left side. The interaction point is
located approximately in the middle of the picture. [68]

The Straw Tube Tracker (STT)

Around the MVD, the central tracking detector of the TS, the Straw Tube Tracker, is
located. It consists of ∼ 4600 aluminized Mylar tubes (straws), which are operated at an
overpressure of 1 bar to obtain a self-supporting rigid structure. The tubes have a diameter
of 10 mm and a length of 150 cm each, while their wall thickness is only 27 µm. In the
center of each tube, a 20 µm thick gold plated tungsten anode wire is placed, to which a
high voltage is supplied. Charged particles traversing the tubes ionize the Argon-CO2 gas
inside the tubes, and the drift motion of the released electrons generates a signal at the
anode wire. The tubes will be arranged in 27 planar layers around the MVD, whereas
the innermost eight layers are skewed to achieve an acceptable resolution of ∼ 3 mm in
beam direction. The envisaged spatial resolution in the plane perpendicular to the beam is
∼ 150 µm with this setup. Apart from their main purpose, both tracking detectors (MVD
and STT) are capable of delivering valuable information for the identification of particles
by measuring the differential energy loss (dE/dx) of traversing particles. [70]



118 7 The PANDA Experiment

The Gas Electron Multipliers (GEMs)

Since the geometrical acceptance of the STT is limited by its cylindrical design to angles
larger than 22◦, three additional disk-shaped tracking stations will be placed further down-
stream of the target. These stations are equipped with Gas Electron Multiplier (GEM)
foils, which provide a position resolution in the order of 100 µm. Due to the Lorentz-boost,
the hit rate in these detectors will be much higher than for the STT tubes. A particle flux
of up to 3 · 104 cm−2s−1 is expected. [70]

Čerenkov and Time Of Flight Detectors

The next layer of the PANDA detector comprises two subsystems which are mainly used
for the identification of the particles (PID). The first of these subsystems, the DIRC
detector (Detection of Internally Reflected Čerenkov light), consists of a barrel part and
a disc shaped detector part placed further downstream perpendicular to the beam axis.
The main components of the DIRC detectors are radiators made of fused silica. When
a charged particle traverses this material with a velocity that is larger than the speed of
light in this medium, it emits characteristic Čerenkov light. The light is reflected in the
silica bars (barrel part) or the disc-shaped radiator parts until it is read out with Micro
Channel Plate Photomultiplier Tubes (MCP-PMTs) at the outer edges of the radiators. By
measuring the opening angle of the emitted Čerenkov light cone, the mass of the incident
particle can be determined. Very slow particles cannot be identified with the help of the
DIRC system because they do not emit Čerenkov light in the radiators, so that a second
PID detector is placed directly adjacent to the barrel DIRC. This detector measures the
time of flight of incident particles with a resolution of roughly 100 ps and consists of 5760
plastic scintillator tiles, which will be read out with two Silicon Photomultipliers (SiPMs)
per tile.

The Electromagnetic Calorimeter (EMC)

The outermost subdetector inside the volume of the superconducting solenoid coil is a
homogeneous crystal calorimeter. The energy of photons, electrons and positrons is mea-
sured with this detector, which is equipped with about 15500 scintillating lead-tungstate
(PbWO4) crystals. Since this thesis covers work related to test measurements and the
construction of the EMC, this subdetector will be discussed in more detail in Chapter 8.

The Muon Detector

The muon detection system is the only subdetector of the TS that is placed outside the
magnet coil, since muons will easily penetrate all inner detector components due to their
extremely weak interaction with matter. The active detector elements of the muon system
(Mini Drift Tubes) are placed inside the massive iron yoke of the solenoid magnet. In total
13 alternating layers of MDTs and iron with a thickness of 3 cm are foreseen for the barrel
part of the detector, while due to higher particle energies the thickness of the iron plates
is increased to 6 cm in forward direction. [70]

Target Systems

Two different target systems are under development for the PANDA detector. Apart from
the operational parameters of the accelerator, the target density defines the achievable



7.3 Configuration of the PANDA Detector 119

luminosity and is expected to reach 4 · 1015 H2 molecules per square centimeter. In the
first phase of the experiment, a Cluster Jet Target will be used, for which the development
is very far advanced. The second target option, a so-called Pellet Target is still under
development and is foreseen as an upgrade option for a later stage of the experiment. In
both target systems, cold hydrogen gas is used as the target material, which is pressed
through a thin nozzle. In the case of the Pellet Target, the nozzle is oscillating at supersonic
frequencies. By creating a lower pressure in the volume directly beneath the nozzle, it
is ensured that the hydrogen leaves the nozzle in the form of small droplets (diameter:
24 − 40 µm), which then freeze while entering the vacuum system of the target/beam-
pipe. The frozen droplets are then called pellets and resemble discrete, evenly shaped
objects that traverse the antiproton beam. One downside of this technique is the large
variation of the instantaneous luminosity, when a pellet crosses the beam. In the case
of the Cluster Jet Target, small objects called clusters, which are consisting of 103 − 106

hydrogen atoms, are created at the nozzle. These clusters can have very different shapes
and form a cluster stream with a sizable lateral spread which crosses the antiproton beam.
By this, an uncertainty in the definition of the interaction point in beam direction of
several millimeters is introduced.

7.3.2 The Forward Spectrometer (FS)

Particles that are emitted under small angles to the beam axis in forward direction, namely
< 10◦ in horizontal and < 5◦ in vertical direction, are outside the acceptance of the target
spectrometer and are detected in the forward spectrometer, which is depicted in Figure
7.7. A central component of this part of the detector is a 2 Tm dipole magnet, which
deflects the charged particles entering the FS, so that their momentum can be determined
by measuring the tracks of the particles with straw tubes inside the dipole magnet. The
beam antiprotons are deflected by this magnet by about 2.2◦ at the maximum beam
momentum, so that additional correction magnets before and behind the PANDA detector
are necessary.

Forward Tracking System

Apart from the straw tubes that are placed inside the dipole magnet, four additional
tracking stations consisting of four double layers of straw tubes, each, are foreseen for the
FS. Two stations will be located upstream of the FS dipole, while the other two will be
placed downstream of the dipole and the RICH detector (see Figure 7.7). The outer layers
of these stations will be equipped with vertically aligned straws, while for the inner layers
the straws are inclined by ±5◦ to provide a two-dimensional position measurement.

Forward Čerenkov and Time Of Flight Detectors

Similar to the setup in the TS, the FS will be equipped with two types of detectors
for the identification of particles. Low momentum particles are identified by a time of
flight detector based on plastic scintillator bars/tiles. One layer of plastic scintillators is
integrated into the dipole magnet to measure particles that cannot leave the magnet due to
their small momentum. A wall of scintillators placed further downstream will provide π/K
and K/p separation for momenta up to 2.8 GeV/c and 4.7 GeV/c, respectively. Particles
with higher momenta will be identified by a Ring Imaging Čerenkov detector (RICH), for
which Aerogel and Decafluorobutan (C4F10) will be used as an active medium. With this
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Fig. 7.7: Schematic view of the Forward Spectrometer of the PANDA detector. The
antiproton beam enters the detector from the left side. [68]

detector, a good π/K/p separation in a momentum range of 2 GeV/c up to 15 GeV/c will
be possible. The Čerenkov light generated in the radiators will be focused by a lightweight
mirror onto an array of photo tubes that are located outside of the active volume.

Forward Electromagnetic Calorimeter

The energy of photons and electrons is determined with a sampling type Shashlyk-calori-
meter. In this design, sandwiches of lead plates and scintillator tiles are used, which are
read out with wavelength-shifting fibers that are passing through each sandwich-block and
are finally coupled to photo-multiplier tubes. Calorimeters of a similar design were able
to achieve an energy resolution of 4%/

√
E[GeV].

Forward Muon Detectors

In about 9 m distance from the IP, the forward muon range system will be placed directly
downstream of the forward EMC. The design of this subdetector is very similar to that
of the muon detectors in the TS: It consists of absorbers which incorporate a number of
drift tubes. These tubes are adapted for higher momenta for the use in the forward muon
range system.

Luminosity Detector

Another component of the PANDA detector is situated downstream of the Forward Muon
Detectors, just before the HESR correction magnet bends the beam back into the straight
section of the accelerator. This detector is responsible for the precise determination of
the online luminosity by measuring the angle of elastically scattered antiprotons under
extremely small angles to the beam axis (3 − 8 mrad). The antiprotons will be detected
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with thin silicon based pixel detectors, which are arranged on four disks that are oriented
perpendicular to the beam axis. The disks are placed as close as possible to the beam
axis and the complete setup is operated in a vacuum chamber, to reduce scattering of the
antiprotons before they hit the detector disks.

Trigger Concept and Data Acquisition

A novel concept for the realization of a trigger and data acquisition system will be employed
for the PANDA experiment: When the experiment is running at the full design luminosity
of 2 ·1032 cm−2s−1, an antiproton-proton collision rate of up to 2 ·107 s−1 is expected. Due
to the complexity of the detector and the diverse physics program, a global monolithic
trigger as it is and was used in many particle physics experiments, is not suited for the
PANDA experiment. To allow for the desired flexibility in terms of event selection, all
subdetectors are free-running autonomous entities. Each subsystem uses its own signals
for triggering, before the data is preprocessed by the subdetector’s frontend electronics.
Only after relevant information has been extracted from the signals, a precise time stamp
is added and the signals are transmitted to the compute nodes, where they are buffered.
Flexible event selection algorithms that are running on the compute nodes can access
these buffers and decide to retain or discard data in the buffer. With this approach,
high-level trigger conditions can be implemented without changing the performance, its
programming or even the hardware of any detector component.
Since the EMC of the target spectrometer is of importance for this thesis, the readout
scheme and the frontend electronics for this detector subsystem will be explained in more
detail in 8.5.2.
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8 The Electromagnetic Calorimeter

This thesis deals in part with developments contributing to the construction of the for-
ward endcap of the electromagnetic crystal calorimeter, which is located in the Target
Spectrometer. The operating principle and details concerning the construction of this
subdetector will be presented in this section.

The main purpose of an electromagnetic calorimeter is to precisely measure the energy
of photons, electrons and positrons. To achieve this, the particle is stopped in a medium
of high density, while at the same time a measurable signal is generated that allows to
quantify the amount of energy that was deposited in the absorber medium. Usually, scin-
tillating materials are used to generate these signals. Basically one can distinguish between
sampling and homogeneous calorimeters: In sampling calorimeters, mostly layers of lead
are used as absorber material, while thin plastic scintillators are placed in between them.
This type of calorimeter is foreseen to be installed in the forward spectrometer. Alter-
natively, calorimeters consisting of just one single material that simultaneously serves as
absorber and as active medium can be constructed. For this purpose optically transpar-
ent, inorganic crystals are used, which also generate scintillation light when traversed by
a particle.

8.1 Energy Loss of Photons and Electrons in Matter

Independent of the type of calorimeter, the underlying mechanisms responsible for the
energy loss of the particle are the same. In general, the interaction of a photon with a
dense medium can be described by three processes, depending on the energy of the photon:
For very low photon energies of less than 1 MeV, the photoelectric effect dominates. The
incident photons are able to dislodge electrons from the atomic shells of the atoms in the
crystal. The cross section for this process shows characteristic discontinuities (absorption
edges) when the corresponding thresholds for the ionization of different atomic levels are
reached. The complete energy of the incident photon is transferred to the electron that
was hit. Figure 8.1a shows the fractional energy loss of photons in lead for the different
contributing processes. The absorption edges are clearly visible in the region of photon
energies below 1 MeV. The dominating effect in the energy range between 1 and 5 MeV
is the Compton Effect. The incident photon is scattered elastically on an electron of the
atomic shell of a crystal atom and thus only transfers part of its energy to the electron.
The amount of energy that is transferred to the electron depends on the incident angle of
the photon.

For photon energies larger than 5 MeV, the process of pair production becomes the dom-
inant contribution to the cross section. In this process, an incoming photon creates an
electron-positron pair, when it is in the vicinity of an atomic nucleus and can thereby
interact with the Coulomb field of this nucleus. The photon energy threshold for the cre-
ation of an e+e− pair is given by Eγ,thr = 2mec

2 · (1 + 1/mN ), with mN being the mass of
the nucleus.



124 8 The Electromagnetic Calorimeter
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Figure 32.15: Photon total cross sections as a function of energy in carbon and lead,
showing the contributions of different processes [51]:

σp.e. = Atomic photoelectric effect (electron ejection, photon absorption)
σRayleigh = Rayleigh (coherent) scattering–atom neither ionized nor excited
σCompton = Incoherent scattering (Compton scattering off an electron)

κnuc = Pair production, nuclear field
κe = Pair production, electron field

σg.d.r. = Photonuclear interactions, most notably the Giant Dipole Resonance [52].
In these interactions, the target nucleus is broken up.

Original figures through the courtesy of John H. Hubbell (NIST).

August 21, 2014 13:18

(a)

32. Passage of particles through matter 19

Figure 32.11: Fractional energy loss per radiation length in lead as a function of
electron or positron energy. Electron (positron) scattering is considered as ionization
when the energy loss per collision is below 0.255 MeV, and as Møller (Bhabha)
scattering when it is above. Adapted from Fig. 3.2 from Messel and Crawford,
Electron-Photon Shower Distribution Function Tables for Lead, Copper, and Air
Absorbers, Pergamon Press, 1970. Messel and Crawford use X0(Pb) = 5.82 g/cm2,
but we have modified the figures to reflect the value given in the Table of Atomic
and Nuclear Properties of Materials (X0(Pb) = 6.37 g/cm2).

32.4.3. Bremsstrahlung energy loss by e± : At very high energies and except at the
high-energy tip of the bremsstrahlung spectrum, the cross section can be approximated
in the “complete screening case” as [43]

dσ/dk = (1/k)4αr2
e

{
(4
3 − 4

3y + y2)[Z2(Lrad − f(Z)) + Z L′
rad]

+ 1
9 (1 − y)(Z2 + Z)

}
,

(32.29)

where y = k/E is the fraction of the electron’s energy transferred to the radiated photon.
At small y (the “infrared limit”) the term on the second line ranges from 1.7% (low Z) to
2.5% (high Z) of the total. If it is ignored and the first line simplified with the definition
of X0 given in Eq. (32.26), we have

dσ

dk
=

A

X0NAk

(
4
3 − 4

3y + y2
)

. (32.30)

This cross section (times k) is shown by the top curve in Fig. 32.12.
This formula is accurate except in near y = 1, where screening may become incomplete,

and near y = 0, where the infrared divergence is removed by the interference of
bremsstrahlung amplitudes from nearby scattering centers (the LPM effect) [45,46] and
dielectric suppression [47,48]. These and other suppression effects in bulk media are
discussed in Sec. 32.4.6.
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Fig. 8.1: (a): Total cross section for the interactions of photons in lead vs. the incident
photon energy. σp.e., σCompton and κnuc denote the contributions due to the
photoelectric effect, Compton scattering and pair production in a nuclear field.
(b) Fractional energy loss of electrons and positrons in lead [1]

In the case of light charged particles like electrons and positrons that are entering a dense
material, the two effects of ionization and bremsstrahlung are the most important effects
to be considered. For energies below 10 MeV, electrons and positrons predominantly lose
energy due to collisions with electrons of the atomic shells of the material they enter,
which are dislodged from the nucleus by the collision (ionization). At higher energies,
losses due to bremsstrahlung become more important: When an electron or positron is
decelerated in the Coulomb field of an atomic nucleus, the loss in kinetic energy leads
to the emission of electromagnetic radiation. The fractional energy loss of electrons and
positrons in lead due to both of these effects is shown in Figure 8.1b. It should be noted,
that other particles, for which the energy loss is described by different processes, can also
enter the EMC. The energy loss of heavy charged particles like protons or muons can be
calculated with the Bethe-Bloch equation in a wide energy range. A detailed description
of the corresponding phenomena is given in [1].

8.2 Electromagnetic Showers and the Scintillation Process

Electrons or positrons that were created in the process of pair production will lose energy in
the medium due to the same processes as the incident light charged particles. When their
energy is large enough, they will create bremsstrahlung photons, which themselves can
create an e+e− pair again. This cascade of alternating processes of energy loss continues,
until the energy of the contributing particles falls below the threshold for pair production.
In summary, a single incident photon or electron/positron creates a large number of sec-
ondary particles in the medium. This is called an electromagnetic shower. The number of
secondary particles in such a shower can be roughly estimated using the radiation length
X0: The radiation length is a characteristic property of the absorber material. It denotes
the distance, after which the energy of an incident electron is reduced to 1

e of its initial
value due to deceleration. For photons, the mean free path until pair production occurs,
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is given by 7
9X0. From this it can be estimated, that the number of secondary particles in

an electromagnetic cascade roughly doubles per radiation length (see Figure 8.2a). The
purpose of a calorimeter is to measure the complete energy of the incoming particles, thus
it has to be ensured that the created shower is contained within the active volume of the
EMC. For homogeneous crystal calorimeters usually a value of ∼ 20 ·X0 is chosen as the
longitudinal dimension of the crystals. The second characteristic property of a shower is
the size of its lateral extension, characterized by the Molière radius RM . This property is
defined as the radius of a cylinder, in which 90% of the energy of an incident particle are
contained. A cylinder with a radius of r = 3.5 · RM contains 95% of the initial energy of
a particle. Mostly, the lateral granularity of calorimeter segments (e.g. crystals) is chosen
to be in the order of one Molière radius. To reconstruct the initial energy of a particle
entering the calorimeter the signals from several single crystals must be considered. Such
a group of crystals that contribute to the measurement of the energy of a single incoming
particle is called a cluster.

The processes described above are responsible for the energy loss of particles entering the
calorimeter. However they do not explain how signals are generated that can be measured.
The special characteristic of scintillating materials is, that the number of luminescence
photons created by conversion is proportional to the energy that was deposited in the
material. In the case of inorganic crystals, this effect can be explained with the help of the
electronic band structure of a solid material: Due to ionization, electrons are energetically
elevated from the valence to the conduction band. Electron-hole pairs are created, which
are interpreted as bound states. In solid-state physics these states are often referred to as
quasi-particles. These so-called excitons can move through the crystal lattice, until they
dissociate. In most cases, this dissociation occurs due to a collision of the exciton with a
phonon in the crystal lattice; However there is a small probability for the dissociation of an
exciton via the emission of a (visible) photon. To increase the probability for the emission
of scintillation photons, small amounts of impurities are introduced into the crystal at the
time of production, which is called doping. By adding these impurities, additional meta-
stable activator states are introduced in between the valence and the conduction band,
via which an exciton can dissociate under the emittance of a photon (see Figure 8.2b).

The wavelength of the scintillation photons is mostly in the ultraviolet or visible range,
which explains the necessity of optical transparency for scintillation crystals. The scintil-
lation light can be measured with a photosensitive detector that transforms the light into
an electrical signal.

(a) (b)

Fig. 8.2: (a) Propagation of an electromagnetic shower [72].
(b) Band structure in doped inorganic scintillation crystals (adapted from [73])
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8.3 Lead Tungstate Scintillation Crystals

The scintillator material that was chosen to be used for the PANDA EMC is called Lead
Tungstate (PbWO4, also short PWO). This material is very well suited to fulfill the
requirements imposed by the operational parameters and design of the PANDA detector:
Especially in the region of the forward endcap, high count rates per single calorimeter
module are to be expected (up to 1 · 106 s−1), leading to an expected radiation dose of
approximately 125 Gy/a [74]. Furthermore, the size of the inner detectors of the target
spectrometer, including the EMC, define the dimensions of the solenoid coil, which is
a major cost factor of the detector and thus should be kept as compact as possible.
PWO has very short decay times of 10 ns and 30 ns for the fast and the slow component
of the scintillation light, respectively, as well as a comparably high density of ρPWO =
8.3 g cm−3, while at the same time providing a good radiation hardness. Already with
a crystal length of 20 cm an equivalent of 22 radiation lengths (X0) can be achieved, so
that even particles with the highest energies to be expected at PANDA (∼ 14.6 GeV)
can be completely stopped. A disadvantage of this material is its comparably low light
yield: The electromagnetic calorimeter of the CMS detector at the CERN Large Hadron
Collider is equipped with lead tungstate crystals of the first generation (PWO-I), which
only reach 0.3% of the light output of commonly used natrium iodide (NaI) crystals. It
was possible to increase the light yield by decreasing the doping of the crystal material
by about a factor of two, so that the material used for the PANDA EMC reaches 0.6%
of the NaI light yield. The differences between the material used by the CMS experiment
and the improved PWO-II material are listed in Table 8.1. Furthermore, the light yield of
PWO can be significantly increased by cooling down the crystals: At lower temperatures
the phonon density in the crystal decreases, so that the probability for the dissociation
of an exciton via emission of a photon increases correspondingly. The PANDA EMC will
be operated at a temperature of −25◦C, which results in an increase of the light yield
by a factor of ∼ 4 when compared to the light yield at +25◦C. Unfortunately, the new
PWO-II material shows an even stronger dependency of the light yield with respect to the
temperature than its predecessor PWO-I (cf. Table 8.1), so that it becomes necessary to
monitor and regulate the temperature of the PANDA EMC crystals very precisely.

Characteristic PWO-I PWO-II

(CMS) (PANDA)

La, Y doping concentration level (ppm) 100 40

Light yield of full size (20cm) crystal with PMT-readout at
room temperature (photo electrons/MeV)

8− 12 17− 22

Light yield temperature coefficient at T = +20◦C (%/K) −2.0 −3.0

EMC operating temperature (◦C) +18 −25

Table 8.1: Characteristics of PWO-I and PWO-II crystals [75]
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8.4 Design of the PANDA EMC

8.4.1 Requirements and Design Considerations

The broad physics program of the PANDA experiment sets strong limitations on the
performance of the EMC: Signals corresponding to photon energies in the range of 10 MeV
to 14.6 GeV at single crystal hit rates up to 106 s−1 must be detected and processed by
the subsequent electronics. Apart from the large dynamical range, the requirements on
the expected performance of the EMC also include stringent limitations on the energy,
time and spatial resolution as well as a high signal-to-noise ratio. A part of the PANDA
physics program is to perform charmonium spectroscopy. It is of utmost importance for
these studies to reconstruct all final state particles from the decays of heavier mesons.
The light mesons π0 or η are abundantly produced in various decays of heavier resonances
and both are most commonly reconstructed in their decays into two photons. To ensure a
high reconstruction efficiency of these light mesons, the photon detection threshold should
be as low as possible and the EMC must cover a large part of the full solid angle to
minimize the photon loss rate due to geometrical acceptance. Simulation studies have
shown that already at a photon detection threshold of Eγ,thr = 10 MeV about 0.5− 1.0%
of all π0 mesons can not be reconstructed anymore [74]. Apart from the simple angular
coverage, also the granularity, or segmentation, of the calorimeter is an important design
parameter: For photons, the EMC is the only detector which can provide information
on their direction of motion. Since high photon multiplicities per event are expected, a
fine segmentation of the calorimeter modules is desirable to enable a clean separation of
signals from single photons. Considering a π0 meson with a momentum of 14.6 GeV, which
is about the highest momentum achievable in PANDA, the corresponding opening angle
between the two photons from the decay of the π0 amounts to 0.5◦. A particle with a
momentum as large as this will most likely impinge on the crystals of the forward endcap
(or even leave the acceptance of the TS), which is located in a distance of approximately
2 m to the interaction point. The distance between the two points of impact on the endcap
crystals is only about 20 mm in this case. These considerations define the required lateral
segmentation of the calorimeter.

Further Monte Carlo simulations have shown that a single crystal threshold of Extl =
3 MeV and an energy equivalent of the electronic noise of a single readout unit of σnoise =
1 MeV must be achieved in order to guarantee a clean reconstruction of photons with
energies as low as 10 MeV. The targeted design value of the energy resolution is thus given
as

σE
E

=
a√

E[GeV ]
⊕ b, (8.1)

with a ≤ 2% and b ≤ 1% [74]. The first term in this parameterization of the energy
resolution describes statistical effects like shower fluctuation and photo-electron statistics,
while the second term is responsible for the description of inhomogeneities in the active
material, calibration uncertainties and other systematic effects. In general, a third term
(⊕ c/(E[GeV ])) is part of the parameterization, which describes the part of the relative
energy resolution that is created by electronic noise of the readout devices. However, this
term has not been taken into account in the technical design report (TDR) of the EMC
[74].
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The energy resolution of a detector prototype equipped with PWO-II crystals has been
determined in the scope of this work. Here, the parameterization given in 8.1 has been
used to obtain parameters comparable to the design considerations given in the TDR.
Together with the crystals, also the photo detectors and the first stage of the front-end
electronics, the preamplifiers, must be operated at a temperature of −25◦C in a high
radiation environment - and even more constraining - inside the 2 T field of the solenoid
magnet. The presence of the magnetic field and the spatial limitations render the use
of common photomultiplier tubes impossible. For the largest part of the PANDA EMC
silicon avalanche photo diodes have been chosen as photo sensors, while in the innermost
part of the forward endcap small sized two-stage photo tubes have been selected. Both of
these detectors will be described in more detail in Section 8.5.1.

8.4.2 Geometrical Design of the EMC

With regard to all the considerations and constraints mentioned in the previous section,
the design of the PANDA EMC has been finalized and the production of single components
has started recently. The calorimeter consists in total of 15744 lead tungstate crystals,
which will be installed in three mechanically independent subdetectors: A cylindrically
symmetrical barrel comprised of 11360 crystals will be concluded by a forward (3856
crystals) and a smaller backward endcap (524 crystals). Figure 8.3 shows the barrel and
forward endcap parts. All crystals will have a length of 200 mm, which corresponds to
22 ·X0 of lead tungstate, while the tapering of the crystals differs with the position of the
crystal in the calorimeter. The crystals in the endcaps are only slightly (forward endcap)
or not tapered at all (backward endcap), while the crystals foreseen for the barrel part are
produced in eleven different geometrical shapes. All crystals will be wrapped with a highly
reflective foil (DF2000MA by 3M) to reflect light back into the crystal on all sides but the
rear face, where the photodetectors will be attached. By using this specific foil, the light
output can be increased by a factor of about 2.3 compared to no usage of reflective foil
[76].

The barrel part of the EMC has a length of 2.5 m and an inner diameter of 1.14 m, covering
the angular range of 22◦ ≤ ϑ ≤ 140◦. The forward endcap was designed to be large enough
to allow for a small overlap of its angular coverage given by 5◦− 10◦ ≤ ϑ ≤ 23.6◦ with the
barrel part in order to avoid a gap in the geometrical acceptance in this important region of
the detector. The backward endcap covers the angualar range between 151.4◦ and 169.7◦

which results in a total angular coverage of the TS EMC alone of about 93.4% of the full
solid angle in the lab frame. Caution was taken to ensure that the symmetry axis of each
crystal points off the target position in all three parts of the calorimeter, so that photons
emerging from the interaction point cannot be lost by passing through a gap between two
crystals. For the endcaps the off-points, to which the crystal axes are pointing are located
950 mm upstream (forward endcap), and 200 mm downstream (backward endcap) of the
interaction point, while the barrel crystals are pointing towards an imaginary ring around
the beam axis, located at a position of z = +37 mm along the beam axis.

In the following, the design, construction and development of the forward endcap will be
discussed in more detail, since the studies presented in this thesis deal with the performance
of this EMC subdetector. More details on the barrel and backward endcap subdetectors
can be found in [74],[77] and [78].
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Fig. 8.3: CAD drawing of the PANDA EMC. The antiproton beam enters from the left
side. This picture shows the barrel and forward endcap parts, while the back-
ward endcap is omitted. [71]

8.5 The Forward Endcap of the EMC

In the past years until today, the design and realization of the forward endcap is being per-
sued at the Institut für Experimentalphysik I at Ruhr-Universität Bochum in cooperation
with the universities of Groningen (RUG/KVI, Netherlands), Bonn, Giessen (Germany)
and Uppsala (Sweden). The geometrical shape of the endcap is that of a disc with an
asymmetrical opening in the center, through which the beam pipe will be led. All parti-
cles passing through this opening will leave the acceptance of the target spectrometer and
will be detected in the forward spectrometer instead. The mechanical core component
of the forward endcap is the aluminum backplate, a disc shaped plate with a diameter
of 2.1 m and a thickness of 30 mm. A variety of different holes, grooves and recesses are
milled or drilled into this component. This backplate is the central support structure
for the units containing the PWO crystals and their readout electronics. An additional
aluminum structure is mounted to the outer (and inner) edges of the backplate to facil-
itate a spatial limitation of the inner, cold volume of the endcap. This structure, called
the stiffener ring, increases the mechanical stability of the endcap, as required once the
backplate is loaded with about 3800 crystals. The backplate and the mounted stiffener
rings are depicted in Figure 8.4a (left).

The backplate also serves as the main component of the central cooling system of the
endcap: A liquid cooling agent, e.g. a mixture of methanol and water, is pumped through
long vertical holes running through the backplate. The subunits will be attached to the
backplate using an aluminum mounting structure, while at the same time a good thermal
coupling to the subunits will be ensured (shown in Figure 8.4b, right). The cooling agent
can therefore drain the heat generated by the readout electronics (preamplifiers) and also
cool down the crystals to their operational temperature. Two further cooling systems
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(a)

(b)

Fig. 8.4: Exploded view of the forward endcap components (left to right):
(a) Mechanical structure (backplate, stiffener ring), cooling systems, electronics
components (light pulsers, temperature monitoring systems, ADCs)
(b) Support frame, vacuum-panel insulation, crystal subunits. [79]
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are integrated into the endcap design: Easily bendable aluminum pipes are mounted into
grooves at the inner side of the stiffener ring segments to provide cooling at the sides of
the detector (cf. Fig. 8.5b). A thin (d = 0.8 mm) aluminum plate is attached to the end
faces of the stiffener ring segments to close the volume of the endcap to the front. Thin
hoses carrying a mixture of methanol and water are glued to this front plate from the
inner side of the detector. This system is responsible for the front cooling of the crystals.
To further enhance cooling and to prevent the formation of ice, the inner volume of the
endcap will be flushed with cooled, dried air. The components of the main, side and front
cooling systems are shown in Figure 8.4a (middle).

All cables necessary for the operation of a subunit, namely the supply voltage lines as
well as signal output connections of the photosensors and preamplifiers, are fed through
individual holes in the backplate for each subunit. The electrical connection and further
cable routing to the warm volume will be discussed in Section 9.4. Four silica light fibers
are routed to each single crystal for the distribution of light from an LED based light
pulser system [80]. This light pulser system is used for tests of the readout chain and
regular functionality checks of all subdetectors as also to monitor the optical transparency
of the scintillation crystals, which is impaired by radiation damages in the experiment [80].
Downstream of the backplate, only 30 mm space are available for the routing of cables and
fibers.

Another aluminum plate with a thickness of 3 mm finally closes the cold volume of the
endcap in downstream direction, behind the cable and fiber layer. Since the calorimeter
is operated at −25◦C, a proper insulation is of utmost importance, however the available
space is extremely limited. Therefore, vacuum insulation panels based on a fumed silica

(a) (b)

Fig. 8.5: (a) Mechanical components (backplate, stiffener ring, support frame) of the
forward endcap assembled in the lab.
(b) Detailed view of the backplate and stiffener ring, where the grooves and one
aluminum pipe of the side cooling system can be seen.
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core are used, which provide a thermal conductivity of (0.0043− 0.02) W/(mK). A sketch
of the insulation is depicted in Figure 8.4b (middle). The complete assembly is affixed
in the support frame, which can be seen in Figure 8.4b (left), using three massive bolts
located at the top and lower left/right side of the stiffener ring. These bolts are made of
two parts, between which a layer of PCTFE (a robust thermosoftening plastic) is placed
to ensure a thermal insulation between the (cold) detector and the support frame. The
backplate, the stiffener ring as well as the support frame have already been produced and
assembled in the lab, as can be seen in Figure 8.5.

8.5.1 Photo Detectors

The PANDA EMC will be equipped with two different kinds of photo sensors. The barrel,
the backward endcap as well as the outer part of the forward endcap will be equipped
with Large Area Avalanche Photo Diodes (LAAPDs), while in the inner region of the
forward endcap small two-stage photomultipliers or Vacuum Photo TeTrodes (VPTTs)
will be used. The latter are more suited to the extremely high radiation doses and single
crystal hit rates that the detectors in the innermost part of the forward endcap will have
to withstand.

Vacuum Photo Tetrodes (VPTTs)

The functional principle of a VPTT is very similar to that of a standard photomultiplier
(PMT): A (scintillation) photon traverses the entrance window of an evacuated glass tube
and impinges on the photo cathode. In most cases, the photo cathode is a very thin
bi-alkali metal coating directly applied to the inner side of the entrance window. This
technique has also been employed for the production of the VPTTs, but additionally to
the coating, thin aluminum strips have been attached to the entrance window. These
strips, which are arranged in a star-shaped pattern without being connected in the center
of the tube (cf. Figure 8.6a), allow for a faster transport of electrons to the cathode. The
incoming photon is absorbed by the photo cathode layer and can dislodge an electron from
the cathode material due to the photoelectric effect. This occurs with a certain probability,
called the quantum efficiency (∼ 23% for VPTTs). In conventional photomultiplier tubes,
the primary electron is now accelerated towards the first solid dynode due to an electric
potential between the photo cathode and the dynode. It impinges on the dynode and
releases a number of secondary electrons. This process is repeated several times, so that
a huge number of electrons is released for each incoming photon. Thus, the amplification
factor (gain) of PMTs can reach values up to 105−108, depending on the applied voltages
and the specific model of the PMT. Due to this operational principle, PMTs are in general
sensitive to external magnetic fields. Additionally, they have a much larger diameter than
the size restrictions for a PANDA PWO crystal allow for. To overcome the problem
of the strict spatial limitation and in order to reduce the sensitivity to magnetic fields,
the VPTTs have been designed exclusively for the PANDA experiment by the Japanese
manufacturer Hamamatsu.

In total 768 crystals of the forward endcap will be equipped with VPTTs of the type
R11375-MOD, which have an active area of about 200 mm2 and a diameter of only 23.9 mm,
so that they match the rear face of a PANDA PWO crystal. The 40 mm long evacuated
glass body of a VPTT contains two dynodes as well as the anode. All electrodes and
dynodes are oriented in parallel to the entrance window of the tube, so that one dynode
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(a) (b)

Fig. 8.6: (a) Hamamatsu VPTT (R11375-MOD) for the PANDA Forward Endcap EMC
(b) Schematic view of the inner structure of a VPTT

as well as the anode had to be designed as a mesh, in contrast to solid electrodes. Figure
8.6b shows the arrangement of the electrodes in a VPTT as well as the voltages that are
applied. The achievable gain is directly proportional to the number of dynode stages,
thus the gain of a VPTT is much lower than that of a standard PMT. In total 800
VPTTs have been delivered, which is sufficient to equip the forward endcap as foreseen.
The manufacturer determined several parameters for each tube, such as the amplification
factor (gain) or the dark current. These properties were re-measured upon arrival, to
ensure that all devices meet the specifications and to check the reproducibility of the
manufacturer’s values (see Figure 8.7a). The anode and cathode current were directly
measured with pico-amperemeters, whilst the VPTT was illuminated with constant light
(gain) or not illuminated (dark current). The measurements have shown that the dark
current of all tubes is negligibly small, while the manufacturers’ values for the gain can be
reproduced on the order of a few percent. The VPTTs have an average gain of M ≈ 50.
Although the sensitivity towards an external magnetic field is significantly smaller than
for a full-size PMT, the loss in amplification due to the B-field must be considered for the
planned deployment in the forward endcap.

(a) (b)

Fig. 8.7: (a) Gain of all 800 VPTTs for the PANDA forward endcap (red: manufacturer
values, blue: measured at RUB).
(b) Relative gain of a single VPTT under different angles in an external magnetic
field of B = 0− 1.2 T [81]
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Depending on the exact position in the endcap, the angle of a certain VPTT to the
magnetic field lines varies between 0◦ and 18◦, which leads to a loss in amplification of
about 50% at a magnetic field strength of 1 T. This is a realistic approximation of the field
strength at the position of the VPTTs (see Figure 8.7b) [81].
Apart from their extremely good tolerance towards ionizing radiation, another key pa-
rameter of the VPTT is its detector capacitance of only CVPTT ≈ 22 pF. The detector
capacitance has a large influence on the noise level after the detector signal has been pro-
cessed by a charge integrating preamplifier. For comparison it should be noted, that the
capacitance of a VPTT is about a factor of ten lower than that of an APD.

Avalanche Photo Diodes (APDs)

The largest part (∼ 95%) of the PANDA EMC crystals will be read out with silicon
based semiconductor detectors. The relatively low light yield of PWO crystals calls for a
photo sensor with an intrinsic amplification, so that commonly used photo diodes (PIN-
diodes) are not suitable and instead diodes providing an internal avalanche effect were
chosen. As for the VPTTs, the APD model to be used in the EMC was developed by
the manufacturer Hamamatsu exclusively for the PANDA experiment (Model: S11048)1.
The APDs are characterized by an exceptionally large active area of (6.8 × 14) mm2 and
have a rectangular shape, as can be seen in Figure 8.8b. This allows for two APDs to be
attached to the rear face of one PWO crystal. Together, the two APDs have an active
area of approximately 190 mm2, comparable to that of a single VPTT (∼ 200 mm2).
The internal structure of these APDs is schematically shown in Figure 8.8a. A photon
entering the APD through the optically transparent silicon nitride (Si3N4) window will
be absorbed in the positively doped p+ layer and create an electron-hole pair due to the
photoelectric effect with a probability of more than 70%, which is the quantum efficiency
of the APD. Since a reverse bias voltage is applied to the APD, the electrons begin to drift
towards the pn-junction. On their path through the layers of the APD, the electrons reach
a region with an extremely strong electric field, which massively accelerates them. When
the electrons are fast enough, they will be able to create additional electron-hole pairs,
which themselves again can contribute to the electron multiplication process (avalanche
effect). The accelerated electrons will then pass the pn-junction and enter the negatively
doped layer (n++), which serves as an electrode (anode) of the APD. The accumulated
charge will then be transported to the anode pin and constitutes the measurable signal.
The operational principle of an APD is largely unimpaired by the presence of an exter-
nal magnetic field; However, the internal amplification depends on a variety of external
conditions and operational parameters, which must be observed: Apart from the applied
reverse bias voltage, the gain also critically depends on the temperature of the APD. To
ensure a safe operation of all APDs at the same gain (M) in the experiment, a precise
temperature measurement and regulation must be provided, while at the same time the
characteristic of each single APD must be precisely known. This allows to select the
correct bias voltage for a defined gain at a certain temperature. All APDs are therefore
screened at various temperatures at the GSI APD Laboratory. A part of the data from
these screening measurements has been analyzed in the scope of this work and shall be
briefly presented here, to show the performance of the PANDA APDs based on a large
sample of about 1500 pieces.

1The design of the PANDA APDs is a further development of quadratic diodes with a smaller active area
that were produced for the calorimeter of the CMS experiment at CERN’s LHC.
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(a) (b)

Fig. 8.8: (a) Schematic view of the internal structure of a PANDA APD [74]
(b) Two APDs as foreseen for installation in the forward endcap

8.5.2 Readout Chain of the EMC

The readout chain of the PANDA EMC is depicted in Figure 8.9. The single ended
analog output signals of the preamplifiers have an impedance of 50 Ω and can vary in
the voltage range (0 − 2.2) V. Once the thin coaxial cables are routed out of the cold
volume of the forward endcap, they are connected to the backplanes of crates especially
developed to fit into the support frame of the endcap and to accomodate up to 15 digitizer
boards. It is planned, to perform at least a one-stage analog filtering and splitting of the
analog signals. One branch of the splitted signal will be amplified (High Gain), while
the other (Low Gain) is directly connected to a digitizer input. This drastically increases
the resolution for very small signals, since they will be reconstructed from the High Gain
branch, while for larger signals that exceed the input range of the digitizer in the High
Gain branch, the corresponding output of the Low Gain branch digitizer channel will
be used. The digitizer modules are based on Kintex-7 FPGAs, which are continuously
sampling the output of 14-bit ADC chips at a rate of 80 MSamples/s. The signals of 32
photodetectors are connected to one digitizer board, where each board must supply 64

Fig. 8.9: Readout chain of the PANDA EMC. Starting from the photo detector, the signal
is processed first by the digitizer, then transported to the Data Concentrator
(DC) and from there to the event building network of Compute Nodes (CN).
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analog input channels due to the High/Low Gain splitting. An online feature extraction
will be performed by the firmware of the digitizer modules and the extracted information
is finally transmitted via optical fibers out of the detector volume, which is enclosed by
the solenoid magnet yoke. The signals are then further analyzed by Data Concentrators,
where first algorithms for providing a fast trigger based on the EMC signals are executed.
In the next step, the data is transferred further to a network of so called Compute Nodes
(CN), where the event building based on the data received from many Data Concentrators
is performed, before the events are transferred to the online computing farm and finally to
a data storage facility. Already at the stage of the digitizers, precise time stamps will be
attached to the recorded data. These time stamps are distributed throughout the complete
PANDA detector via the SODANET protocol [82].
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9 Construction of Close-To-Final Forward Endcap
Calorimeter Submodules

9.1 Assembly of Photo Detector Readout Units

The design and construction of readout units consisting of photo detectors and pream-
plifiers has been described in detail in [83] and [84]. However, different types of photo
detectors were evaluated in the referenced theses and the production procedure for units
that will finally be used in the PANDA detector had not yet been established. Thus,
a short description of the final choice of components and the production process will be
given here. Several APD as well as VPTT units have been produced and tested in the
course of this thesis, including 16 units of each type which were assembled according to
the procedure described below. These most recently produced units were finally tested
during a test beam time, as described in detail in Section 10.4.
A charge integrating, low noise preamplifier (LNP) has been developed at the University
of Basel specifically for usage in the PANDA EMC. The LNP is directly attached to the
anode of the APD/VPTT; this connection between the photo sensor and the preamplifier
has to be kept as short as possible. The LNPs are produced in two different geometrical
shapes depending on the type of photo sensor, due to the different amount of space that
is used up by VPTTs and APDs. Both types are displayed in Figure 9.1a. In the case of
the VPTT units, a second printed circuit board (PCB), which carries the passive voltage
divider, is used. The voltage divider board (see Figure 9.1b) was designed to match
the outer dimensions of the VPTT and also allows to be mounted in the shortest possible
distance from the glass tube. Therefore, it has a round outer shape with a circular opening
in the middle, which has a diameter of 7 mm, so that the board can be fitted over the pump
port of the tube. The LNP itself is subsequently connected to the voltage divider PCB via
two small flexible leads for the connection of the anode and cathode to the tube. High and
low voltage supply cables, as well as one coaxial signal cable are connected to each LNP
before it is connected to the voltage divider board. A photograph of a VPTT unit at this
stage of assembly is shown in Figure 9.1c. A shrinking tube with a wall thickness of only
150 µm is used to mechanically connect and cover the VPTT with the two PCBs attached
to the tube base. The complete volume inside the shrinking tube, which contains the
LNP as well as the voltage divider, is finally filled with a two-component silicone based
casting compound (Elastosil RT601 A/B) to ensure mechanical stability and electrical
isolation as well as protection against liquids. A piece of self-adhesive copper tape is
wrapped around the shrinking tube at the position of the preamplifier. The copper tape
is equipped with a copper strap which is electrically connected to the ground layer of
the LNP to provide electrical shielding. A second shielding layer is created by wrapping
the complete unit with self-adhesive aluminum foil. Here, a special type of foil was used,
which is certified to provide a good conductivity also through the adhesive layer, so that
an electrical connection to the GND layer of the preamplifier is maintained.
For APD units, the procedure described above is only slightly modified: Since two photo
detectors are used in one unit, an additional mechanical component, called capsule, is
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(a) (b)

(c) (d)

Fig. 9.1: (a) Low noise preamplifiers for VPTTs (left) and APDs (right)
(b) Round voltage divider PCB to be mounted directly to the VPTT tube base
(c) VPTT unit with voltage divider and LNP, before sealing
(d) APD unit with two LNPs. The APDs are glued into a nylon capsule.

Purpose Material for VPTT unit Material for APD unit

Photo detector 1× R11375-MOD VPTT 2× S11048 LAAPD

Preamplifier 1× SP883d VPTT 2× SP883d APD

Voltage divider 1× round PCB n.a.

High voltage 2× 15 cm AWG24 cable 3× 15 cm AWG24 cable

w/ Molex Micro-Fit� w/ Molex Micro-Fit�

black: GND; red: HV black: GND; red/blue: HV APD1/2

Low voltage 3× 15 cm cable 3× 15 cm cable

red/black/blue: +6 V/GND/-6 V red/black/blue: +6 V/GND/-6 V

Signal 1× 15 cm micro coaxial (U.FL) 2× 15 cm micro coaxial (U.FL)

Shielding 7 cm self-adhesive copper tape 5 cm solid copper tube

w/ soldered ground strap w/ soldered ground strap

Isolation/Casting 70× 42 mm shrinking tube

∼ 4.5 ml Elastosil® RT601 A/B ∼ 14 ml Elastosil® RT601 A/B

Outer shielding Self-adhesive aluminum foil Self-adhesive aluminum foil

Table 9.1: Material needed for the production of one VPTT/APD readout unit
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needed for the assembly. These 3D-printed frames made of nylon are designed to accomo-
date two APDs with a fixed orientation to each other. Additionally, the capsules provide
a fixation bar at their rear side, to which two LNPs can be attached. Two APDs are
glued into a capsule and connected with very short leads (few mm) to the input soldering
points on the respective LNPs, which are fixated on the capsule using M2 nylon screws
(see Figure 9.1d). Each preamplifier is equipped with cables for the high voltage supply
lines as well as a coaxial signal cable, while the low voltage supply lines are daisy-chained
from one LNP to the second and thus only one set of low voltage cables is needed. Since
a proper electrical shielding is absolutely necessary and in the case of APD units enough
space is available, a solid copper tube with a length of 50 mm is placed around the LNPs.
As for the VPTTs, the inner volume of the copper tube is filled with Elastosil. The rear
end of the copper tube is sealed using the self-adhesive aluminum tape described above to
provide electrical shielding to the back side.

Table 9.1 lists the material needed for the production of one VPTT, as well as one APD
readout unit. In total 16 VPTT units and 16 APD units (one EMC-subunit each) were
produced and tested for this thesis. After a unit has been tested electrically with illumi-
nation from a light pulser system, it was labeled with a unique bar code and information
such as the tube and preamplifier serial number were stored in a database.

9.2 Screening of APDs

Similar to the measurements performed with the VPTTs, also the screening of the APDs
serves as a quality check. Additionally, several parameters are measured to characterize
the APDs at the operational temperature of −25◦C, which are not provided by the man-
ufacturer. At least in the forward endcap, about eight APDs will be supplied by the same
high voltage line from a power supply located outside of the PANDA detector, due to
spatial limitations. Therefore, the APDs need to be matched in groups of eight according
to the bias voltage needed to achieve the operational gain of M = 200 at −25◦C, as well
as the slope of the APD response curves at that voltage.

The photo current of each APD is measured in dependence of the applied bias voltage at
five different temperatures ((+20, +10, +2, −10, −25)◦C). The dark current, which rises
with the bias voltage, must be subtracted from the measured current to obtain the pure
photo current. Therefore, the response curves are measured with and without illumination
of the APD using a constant light source and the two curves are subtracted from each
other. The APD screening measurements presented in this thesis have been performed at
the PhotoSensor Laboratory (PSL) at GSI. The photo current is measured in steps of 5 V
starting from 15 V up to a voltage of 100 V, then in steps of 10 V up to a voltage of 300 V
and subsequently in steps of 2 V until the measured current exceeds 100 µA (breakdown).

The first step in the analysis procedure is to determine the photo current, which corre-
sponds to an amplification of M = 1. This value is extracted from a linear extrapolation
of the first few data points to U = 0 V after subtraction of the dark current and serves as
a normalization for the response curve. Figure 9.2a shows typical response curves of one
APD at all five temperatures.

Figure 9.2b shows the bias voltage that must be applied in order to achieve a fixed gain
of M = 200 in dependence of the temperature. The values displayed correspond to the
crossing points of the horizontal blue line with the response curves in Figure 9.2a. A linear
correlation between the bias voltage and the temperature is apparent, while the gain in
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Fig. 9.2: (a) Typical response curves of one APD at all five temperatures
(b) Temperature dependence of the bias voltage for M = 200
(c) Temperature dependence of the gain for the bias voltage U(M = 200,−25◦C)

dependence on the temperature for a fixed bias voltage (see Figure 9.2c) shows a more
complex behavior. In this case the values correspond to the intersections of the vertical
black line with the response curves in Figure 9.2a. Both dependencies can be useful for
the operation of the APDs in the PANDA detector: Knowing the correlation between the
bias voltage and the temperature allows for a regulation of the voltage in order to keep the
gain at a constant value. However, during normal operation, when the APD bias voltages
are fixed, their actual gain can be estimated by using the temperature correlation.

An important purpose of the screening measurements is to provide a quality check for all
delivered APDs. Therefore, the bias voltage for an amplification of M = 100 at a temper-
ature of +20◦C is extracted for comparison with the values given by the manufacturer. In
most cases it is necessary to interpolate between two measurement points. Therefore, a
polynomial of third order is fitted to the data points in the vicinity of the desired value.
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Fig. 9.3: (a) Comparison of manufacturer’s values (y-axis) and values obtained in this
analysis (x-axis) of APD bias voltages for M = 100 at T = +20◦C.
(b) APD bias voltage for M = 100 at T = +20◦C. The red lines indicate the
tolerances of the specification values.

Figure 9.3a shows the manufacturer’s values of the bias voltage forM = 100 at T = +20◦C,
versus the value obtained in this analysis. All results shown here are obtained for a
relatively small sample of about 1500 PANDA APDs from one of the first delivered batches.
A strong correlation can be observed, while the standard deviation of the difference from
the manufacturers values amounts to σ∆U ≈ 0.6V which corresponds to about 0.2%. The
values of all APDs analyzed here are within the tolerances given in the specification sheet,
which are indicated by the red lines in Figure 9.3b.
Additionally the dark current as well as the slope of the response curve at U(M =
100), T = +20◦C are extracted and displayed in Figures 9.4a and 9.4b. For both pa-
rameters no APD violating the specification values is found.
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Fig. 9.4: (a) Dark current of APDs for M = 100 at T = +20◦C
(b) Slopes of the APD response curves at M = 100 and T = +20◦C.
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Fig. 9.5: (a) APD bias voltages for M = 100 at T = +20◦C
(b) Slopes of the APD response curves at M = 200 and T = −25◦C.

The Figures 9.5a and 9.5b show the bias voltages and slopes of the response curves at
M = 200 and T = −25◦C, respectively. Based on these parameters, a matching of APDs
can be performed to select groups which show similar operational characteristics.
It should be noted here, that apart from the screening measurements using a constant
light source, also measurements utilizing the light pulser system are performed and are
reported e.g. in [92]. The necessity for these additional measurements arises from the
naturally pulsed behavior of the scintillation light during nominal operation of the EMC,
which might have a non-negligible influence on the APD response curves.

9.3 Assembly of Forward Endcap Subunits

After the photo detector preamplifier units are tested, they are ready to be irreversibly
glued to the scintillation crystals. In former tests and prototype setups, the optical cou-
pling between the photo detectors and the PWO crystals was realized with optical grease
or with the optically transparent casting compound Elastosil, which is also used to fill the
volume containing the preamplifiers in the readout units. However, several photo detectors
lost their coupling to the crystal due to mechanical stress while mounting or transporting
the prototype assembly or during cooling down/heating up, so that for the production of
the final subunits an irreversible connection was chosen. As for the optical couplings in
the EMC of the CMS detector at CERN, a single component room temperature vulcan-
izing silicone based adhesive named Dow Corning® RTV-3145 was chosen. The crystals
are stored in upright position in a dedicated glueing assembly, so that the photo detector
can be attached from the upper side. Below the glueing assembly table, a camera can
be positioned beneath each crystal and thus the connection between the detector and the
crystal can be visually examined and adjusted, if necessary, before it cannot be removed
anymore [85]. Finally, the crystal is covered with a prefabricated shell made out of highly
reflective foil. As a last step, the unit is tested again in a light pulser driven test stand to
ensure proper operation before mounting the unit. An assembled unit of photo detector,
preamplifier and crystal is shown in Figure 9.6.
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Fig. 9.6: Sealed VPTT preamplifier unit (left) after being glued to a PWO crystal
wrapped in reflective foil.

(a) (b)

Fig. 9.7: (a) CAD drawing of a subunit mounted to the backplate.
(b) Assembled VPTT subunit (view from back).

Once 16 (or eight, in case of half subunits) single crystal units have been produced, glued
and tested, an EMC subunit can be produced. Figure 9.7a shows a CAD drawing of
a subunit attached to the backplate, while in Figure 9.7b a readily assembled subunit is
depicted. The subunits represent the mechanical holding structure for the crystals in order
to attach them safely and precisely to the backplate.

The design of the forward endcap foresees full 4×4 crystal subunits, and half 4×2 crystal
subunits in certain regions of the endcap to obtain best coverage of the available space. The
primary component of each subunit is a carbon fiber shell, called alveole, which encloses
the PWO crystal units. An alveole is constructed from four compartments of the same
size, which resemble a truncated four-sided pyramid, and therefore reproduce the outer
shape of the four slightly tapered PWO crystals that they contain. To ensure an equal
distance between all crystals, two sheets of the carbon fiber material are assembled in a
cross-like shape and positioned in between the four crystals in each compartment. The
alveole, as well as the carbon fiber crosses are depicted in Figure 9.8. In earlier test setups
and prototype subunits, the carbon fiber alveoles had an open front face, so that on the
one hand a visual inspection of the crystals and also the optical couplings was possible at
all times, while on the other hand plastic front-stoppers had to be installed, which kept
the crystals from slipping or moving out of the alveole. In the final version, the design of
the alveoli was slightly changed, so that the front is completely closed with a carbon fiber
layer of the same thickness as chosen for the outer and inner walls of the alveole (180 µm).
After the four carbon fiber crosses have been placed in between the four groups of crystals,
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Fig. 9.8: Exploded view of an EMC subunit equipped with APDs as photo detectors.

all 16 units are simultaneously pushed into the alveole from the rear side until they get
stuck in this tapered assembly. Subsequently, the first component of the aluminum holding
structure is inserted into the compartments of the alveole. A precisely milled aluminum
workpiece, called insert, with four holes, one for each photo detector preamplifier unit, is
pushed into each compartment of the alveole. Additionally, each insert is produced with
a smaller hole positioned centrally between those for the photo detector units, into which
an aluminum tube can be inserted, carrying the fibers of the externally mounted LED
light pulser system. The subunit is concluded by another aluminum piece, which is used
to connect all four inserts to a robust and stiff mechanical unit. This 8 mm thick mount
plate is shown in the lower left corner of Figure 9.8.

9.4 Electrical Connections of a Subunit

The length of all cables that are directly connected to the preamplifiers have been kept as
short as possible, so that they are just long enough to fit through the hole foreseen for each
subunit in the backplate. At this point, all cables are connected to a multilayer patch panel
PCB, which serves as a kind of adapter board from the thin, single channel cable bundles
to thicker supply lines and multichannel-coaxial cable bundles for the signals. Another
reason for having only short cables irreversibly attached to each subunit is the mounting
procedure and manageability of single subunits during production and test phases.

The patch panel PCB was designed at the University of Bonn [86] and has a quadratic
shape with a rectangular opening in the center. The boards will be directly attached to the
rear side of the backplate, so that the high and low voltage cable bundles from a subunit
can be directly connected to receptacles placed on the rear side of the patch panel. The
signal cables are fed through the opening in the PCB and are connected to receptacles
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(a) (b)

Fig. 9.9: (a) Assembled APD subunit mounted to mockup mini backplate. High and low
voltage cables are connected to a patch panel PCB (left).
(b) Several patch panel PCBs mounted to the forward endcap backplate.

mounted on the front side of the PCB. In total 32 analog signal cables can be connected to
the board. Each of the two groups of signals are connected to one high-density connector,
from where the signals are guided towards the ADC crates. The bundles of 16 signal
cables are routed to the outer edge of the backplate, where they pass an insulated volume
to reach the warm environment outside of the narrow electronics space downstream of the
backplate. The support frame which carries the forward endcap also accommodates crates
with digitizer boards, to which the signal cables are connected. The longest signal cable
bundles are the ones connected to the subunits that are placed directly in the vicinity
of the inner hole for the HESR beam pipe. Their length amounts to a maximum of
approximately 2.5 m [79].
The connection of the analog signals to the digitizer boards is an essential part of the
detector: The type of cable that is used for this delicate purpose is a miniature coaxial cable
with one single conductor in its core with a diameter of only 0.2 mm (Nexans Filotex®

50VMTX). The conductor and the surrounding shielding are covered by an insulation
made of PTFE (Teflon). The damping of this cable was measured to be approximately
0.18 dB/m. This measurement was performed using a charge injection circuit connected
to a PANDA LNP which was fed to a 9 m long cable, so that the attenuation could be
evaluated for signals with a shape close to the signals expected in the forward endcap.
High voltage will be supplied to each subunit via up to four cables (Huber+Suhner®

Enviroflex), which are then distributed to the 16 or 32 detectors. The connectors and
supply cables for the low voltage are still under discussion.
Apart from the connections discussed above, the patch panel PCB accommodates four
0.5 mm pitch pin headers, which are routed on the board to connectors to which up to
four ultrathin Pt100 temperature sensors can be connected. It is foreseen to supply every
subunit with up to two of these sensors. A standard 0.5 mm pitch flat ribbon cable is
used to lead the wires of the temperature sensors from the patch panel PCB to the warm
volume, where they are connected to the temperature and humidity monitoring boards
(THMP) which are placed in the support frame of the forward endcap [87].
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10 Beam Tests with the Forward Endcap Prototype

A prototype resembling a cutout (see Figure 10.1a) of the forward endcap comprised of
216 PWO crystals, has been built at the Institut für Experimentalphysik I in the past
few years. Design and construction have been described in detail in [88], [89], [83], and
[84] before and will just be briefly summarized here. The first calorimeter subunits were
built and tested under realistic conditions with this prototype not only in the lab, but also
during various test beam times at different accelerators. These subunits were equipped
with different types of photo sensors and one goal of the measurements was to select the
photo sensor type to be used in the forward endcap. The choice was finally made and after
several iterations of improvements to the mechanical parts and electronics components,
the two close-to-final subunits described in the previous chapter were built. To ensure that
all modifications were done properly and to perform a final gain matching of the readout
chain, the two subunits were mounted to the prototype and test beam data at the ELSA
accelerator was recorded. The results of the first three test beam times conducted with
the forward endcap prototype were presented in [84], while the data recorded at the two
most recent beam times is analyzed in the scope of this work.

The central mechanical component of the prototype is the aluminum backplate, which
follows the design of the backplate of the full forward endcap. In total, the prototype can
be equipped with 13 full subunits (4 × 4 crystals) and one half subunit (4 × 2 crystals).
On the front side (upstream), the volume of the prototype is enclosed with a front hull
made of aluminium sheets as well as PVC sheets in the region of the central hole for the
HESR beam line and the opening towards the forward spectrometer. On the rear side,
a frame made of 30 mm thick PVC creates a volume for the routing of light fibers and
cables, which is covered by a 3 mm thick aluminum sheet.

(a) (b) (c)

Fig. 10.1: (a) Red: area of the forward endcap resembling the prototype
(b) CAD drawing of the prototype in its holding structure
(c) Photograph of the prototype with all subunits mounted, but with front
insulation and shielding removed
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A mixture of 60% methanol and 40% water is pumped through long vertical holes drilled
into the backplate, as well as through polyurethane hoses of 5 mm diameter, which are
glued to the inside of the front hull to cool the inner volume of the prototype by external
chillers. The aluminum enclosing of the assembly is covered by vacuum insulation pan-
els, as foreseen for the forward endcap, to provide a thermal insulation against ambient
temperature.
The complete prototype is mounted in a frame of aluminum profiles with just two rods
made of glass fiber reinforced plastic, that are attached to the side faces of the backplate
(see Figure 10.1b). These rods ensure a thermal insulation of the cold backplate from the
aluminum frame and enable a rotation of the assembly by a worm drive mounted to the
frame, so that the angle of the prototype towards the incoming beam can be adjusted.
Furthermore, it is possible to adjust the height of the complete assembly in its frame by
moving the bars up or down, to which the bearings that accommodate the plastic rods
are mounted. This procedure is, however, only possible if the prototype is opened and a
crane is available and thus the adjustments have to be made prior to transportation to an
accelerator.
Front and back covers are attached with several screws to the backplate and O-rings be-
tween all components ensure an air-tight enclosure of the cold volume. An additional
external chiller is used to cool dried pressurized air, with which the cold volume is con-
stantly flushed at a rate of ∼ 100 l/hr. A photograph of the fully equipped prototype
before attaching the front hull is shown in Figure 10.1c. All cables leading to and from the
subunits, are led through one of the holes in the backplate and end shortly thereafter. At
this point one patch panel PCB per subunit is mounted to the backplate and all cables are
connected to it. The patch panel PCBs have been tested at the most recent beam time at
the ELSA accelerator; However, they were not available during all previous beam times.
Originally, the prototype was equipped with long multilayer PCBs, which carry the high
and low voltage lines as well as the signals from the warm to the cold volume, however
this solution was not feasible for application in the full forward endcap. A picture of the
opened rear side of the prototype is shown for illustration in Figure 10.2.

Fig. 10.2: Rear view of the opened prototype (vertical green bars are multilayer PCBs).
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10.1 Overview of Test Beam Times

As many details as possible concerning construction and operation of the prototype were
kept in line with the design of the full forward endcap to obtain a realistic test setup.
However, several improvements were made over the course of the first four beam times.
The first test beam time was conducted at the CERN Super Proton Synchrotron (SPS),
where positrons with momenta of 10 GeV/c and 15 GeV/c as well as muons with a kinetic
energy of 150 GeV were used. Dedicated tracking detectors consisting of a fiber-hodoscope
and two silicon strip detector modules were installed in front of the prototype to provide
a trigger signal and a precise position measurement for the particles impinging on the
prototype crystals. Due to several issues with the preamplifier gain, the shaper boards and
the digitizer modules, the noise and thus the corresponding single crystal threshold were
rather high. Shortly after the first beam time, the prototype was installed downstream
of the Crystal Barrel detector, which is located at the ELSA accelerator in Bonn. Here,
tagged photons were used to measure response and energy resolution of the prototype at
three energy points in the range between 1 and 3.1 GeV. Additionally, the rate of the
beam photons could be varied at the ELSA facility, so that feasibility studies for the
readout of photo detector-preamplifier units at rates comparable to those expected for the
innermost crystals of the forward endcap could be performed. After several improvements
and modifications of the hardware, a second test with a beam of tagged photons was
performed at the MAMI accelerator in Mainz. At this beam time the response and the
energy resolution for photons in the energy range of 20 − 415 MeV were studied and a
single crystal threshold near to the design value was reached for the first time [84]. Since
the results regarding the energy resolution at the highest energies were dominated by
the partially bad performance of some hardware components, a second beam time at the
CERN SPS accelerator was performed after especially the components of the readout chain
(shapers, ADCs) were optimized. The results will be presented in the following section
in further detail. As a last step, one close-to-final subunit equipped with VPTTs and
one equipped with APDs were tested again at the ELSA accelerator, to verify the gain
matching of the full readout chain. Some results of these measurements are reported in
Section 10.4. An overview of all forward endcap prototype test beam times is given in
Table 10.1.

Beam EBeam Characteristic feature

particles or pBeam

CERN/SPS e+ 10, 15 GeV/c Max. PANDA energy

µ+ 150 GeV/c Energy deposit≈ 230 MeV

ELSA/Bonn Tagged γ 1, 2.1, 3.1 GeV Rates up to 2 · 106 s−1

MAMI/Mainz Tagged γ 20 - 415 MeV Excellent beam energy resolution

CERN/SPS e− 5 - 15 GeV/c Fiber / Si-strip

π+,K+,p 15, 50 GeV/c Tracking Station

ELSA/Bonn e− 1.25, 2.4, 3.2 GeV Fiber hodoscope

Table 10.1: List of beam tests with the forward endcap prototype. The first three listed
test beam times are discussed in detail in [84], the fourth (CERN/SPS) in
this work, and the last (ELSA) in this work as well as in [90].
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10.2 Monte Carlo Simulation of the Prototype

For all beam times, the complete frame carrying the prototype was mounted onto an xy-
positioning carriage. With the help of this device, the prototype could be moved in a plane
perpendicular to the beam axis with an accuracy of < 1 mm, so that each instrumented
crystal could be moved into the beam spot. This feature, in combination with a Monte
Carlo simulation of the prototype, was used to obtain an absolute energy calibration for
each single readout unit. As described in Section 8, the axes of all crystals of the forward
endcap are directed towards a common off-point behind the nominal target position in
the PANDA detector. Since this geometry was also realized for the prototype, the angle
between the test beam and a crystal in the prototype varies, when the detector is moved
linearly in the xy-plane. The variation of this angle changes the most probable value of
the energy that is deposited in a single crystal. A simulation of the energy deposition in
three different crystals of the prototype for electrons with a momentum of pe− = 10 GeV/c
is shown in Figure 10.3b to illustrate the effect. For each beam time, the orientation of
the complete prototype towards the beam was reproduced as realistically as possible in
the simulation.

For the simulations, the detector model described in [84] was used. Figure 10.3a shows a
visualization of the GEANT4 geometry model of the prototype. It includes all subunits
containing the lead tungstate crystals (active material) as well as the carbon fiber alveoles,
the reflective foils around the crystals, the air inside the prototype volume as well as
the insulation hull in front of the crystals made of aluminum. Additionally also the
poly-urethane hoses for the front cooling system and the vacuum insulation panels were
included.

The Single Particle Generator of the EvtGen package was used to simulate the beam
particles. In the context of this thesis, the setup described above was used to simulate
and reconstruct the energy deposition in all instrumented crystals for all particle energies
used during the two most recent beam times.

(a) (b)

Fig. 10.3: (a) 3D-view of the prototype model as implemented in GEANT4.
(b) Energy deposition in three different crystals of the prototype by electrons
(pe− = 10 GeV/c). The differences between the distributions are due to the
different angles of the targeted crystals with respect to the beam axis. [84]
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10.3 Beam Time at the CERN SPS

The forward endcap prototype was mounted at a test beam position in the H4 hall at
the CERN Prévessin area, to which a tertiary beam from the SPS-C accelerator was
delivered. The beam available in the experimental area is created by protons that are
accelerated in SPS, which are then extracted and impinge on a beryllium production
target. Downstream of this target a separation magnet and a tunable filter magnet are
used to select the momentum and species of the particles that finally reach the test beam
area. For this beam time electrons with momenta of 5.0, 7.5, 10.0, 12.5 and 15 GeV/c were
selected subsequently over the course of the beam time. Additionally, a beam consisting of
mixed negatively charged hadrons (π−,K−, p) with momenta of 15 and 50 GeV/c was used
to study the response of the calorimeter to hadrons and the shapes of hadronic showers.
For all electron momenta, the prototype was moved with the xy-carriage on which it was
mounted to direct the beam centrally into each of the instrumented crystals. For each
crystal position a dedicated run was recorded, with the goal to collect ∼ 10000 events for
each electron momentum. This data was used for the energy calibration as well as for a
cluster reconstruction and the determination of the energy resolution, as described in the
following sections.

10.3.1 Instrumentation of the Prototype

In total, 25 crystals of the prototype were instrumented with two LAAPDs each (see red
marked boxes in Figure 10.4a). Nine crystals were read out using VPTTs (see green boxes
in Figure 10.4a), since at the time of this test only a small batch of VPTTs from a pre-
series production were available and this beam time marks their first test under realistic
conditions.

(a) (b)

Fig. 10.4: (a) Instrumentation of the forward endcap prototype at the second CERN/SPS
test beam time (front view). Red boxes mark crystals read out with LAAPDs,
while green boxes stand for VPTTs and gray boxes mark uninstrumented
crystals. The dark red and blue boxes denote other types of photo detectors
and are not considered in this analysis.
(b) Photograph of the prototype at the test beam position in H4A at CERN.
The beam is entering from the left side.
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The nine VPTTs are surrounded by crystals instrumented with Hamamatsu Vacuum
Photo Triodes (VPTs), a photo detector very similar to a VPTT containing only one
instead of two dynode stages. These detectors were tested at earlier prototype test beam
times and were used here to create a larger instrumented crystal matrix to obtain a better
reconstruction efficiency for showers and minimize the shower leakage. However, for the
determination of the energy resolution only the 3 × 3 matrix equipped with VPTTs was
used. Pairs of LAAPDs were matched according to their characteristics while the APD-
preamplifier units were assembled, so that a pair of APDs could be supplied by a common
high voltage supply. At this beam time it was practiced for the first time, to tune the
bias voltage of each APD pair during pre-calibration runs at a fixed beam momentum to
obtain comparable signal yields for all APDs.

10.3.2 Readout and Data Acquisition

The analog signals of the photo detectors (preamplifier output signals) were routed via
7 m long coaxial cables (Huber+Suhner® Enviroflex) to electronics racks in which the
shapers and digitizers were placed. Each analog detector signal was first passed to an
analog shaping module, which performed an analog filtering of the input signal with a
shaping time of 100 ns and which was also used to split the signal into two branches. In
one branch the signal was shaped and left the module towards an input connector of a
VME sampling ADC module. The second branch additionally featured an amplification
of the shaped signal by a factor of approximately 15, so that signals with small amplitudes
could be measured with a much better resolution. This measure was taken to ensure
a good resolution over the complete dynamic range from a few MeV up to 15 GeV. All
shaped signals were digitized using Wiener AVM/AVX-16 160 MHz, or SIS 3302 100 MHz
sampling ADCs. Directly in front of the prototype, the Bonn Tracking Station was set up.
Two crossed plastic scintillator paddles were used to deliver a trigger signal for both the
tracking detectors as well as the prototype readout. The beam particles then traversed
two double sided silicon strip detector modules and one fiber hodoscope. A schematic
drawing of the readout chain is depicted in Figure 10.5.

Fig. 10.5: Schematic diagram of the prototype readout during the CERN SPS beam time
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10.3.3 Calibration

In the first step of the calibration procedure the signals from the low and high gain branches
of a single analog detector signal are unified to provide only one digital value that will
be calibrated using the Monte Carlo simulation data. For small signal amplitudes the
high gain branch conversion is used for further analysis, while from a certain point on
the response of the high gain branch becomes nonlinear and for even larger amplitudes
clipping can be observed, so that the low gain signal must be used. In order to simplify
the calibration procedure, a virtual high gain conversion is calculated for each signal in
the low gain using a high gain to low gain calibration function. This calibration function is
extracted for each photo detector by plotting the high gain versus the low gain conversion
of each event and fitting the resulting curve in the region of linearity with a polynomial
of first order. An example of such a high-low gain calibration function is shown in Figure
10.6a. The red line indicates the linear fit function, while the dashed red lines show the
region in which a linear correlation is assumed. The nonlinearity towards large high gain
conversions and the clipping beyond that region can be clearly seen. The red dashed
line thus not only corresponds to the fit range of the linear function, but also marks the
maximum amplitude up to which the high gain conversion can be used. After performing
the high-low gain calibration, an absolute energy calibration is performed utilizing the
Monte Carlo simulation data described above. For this simulation, the information from
the fiber hodoscope of the Bonn Tracking Station is used to select events that impinge
centrally onto the targeted crystal. The same cut is also applied to the MC data. Figure
10.6b shows the hit pattern of the hodoscope, which consists of 16× 16 scintillating fibers
with a diameter of 1 mm each. The elliptical shape of the 10 GeV/c beam can be clearly
seen in the hit pattern. A cut to a region of 3× 3 pixels in this hit map was performed to
select the particles that centrally hit the crystal.
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Fig. 10.6: (a) High vs. low gain conversions for an APD. For events in the overlap region,
marked with the dashed red lines, a linear fit to the data was performed (solid
red line).
(b) Hit pattern of the fiber hodoscope for pe = 10 GeV/c
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Fig. 10.7: (a) Uncalibrated response of a VPTT to 5, 7.5, 10, 12.5 and 15 GeV/c electrons
(peaks from left to right) after applying a narrow cut on the fiber hodoscope
hit pattern to select centrally impinging particles
(b) Exemplary energy calibration of an APD channel. The data points with
error bars (inside the black circles) show the most probable energy loss for
each beam momentum for centrally impinging particles from data (x-axis) and
the Monte Carlo simulation (y-axis).

The raw spectra of the response of a single VPTT are shown for illustration in Figure
10.7a after application of this cut for all five electron momenta. The most probable value
for the energy loss (i.e. the peak position) is extracted by fitting an asymmetrical function
(Novosibirsk function) of the form

f(E) = A · exp

[
−1

2

(
ln(1 + τ(E − ν) · Λ

τ

)2

+ τ2

]
(10.1)

with Λ = sinh(τ
√

ln 4)

στ
√

ln 4
[91] to the spectra of both the data as well as the Monte Carlo simu-

lated data for each crystal position and beam momentum. The parameter τ is called the
tail parameter and describes the asymmetry of the function, while σ is the width and ν the
peak position of the function. Finally, the correlation between the peak positions obtained
from data and MC are fitted with a polynomial of second order and these calibration fit
functions are from here on used to calculate the energy equivalent of a measured amplitude
for a specific photo detector. The calibration function of an APD is shown exemplary in
Figure 10.7b. In this case it can be seen, that the offset of the calibration function (p0) is
compatible with zero, and the quadratic term (p2) vanishes.

10.3.4 Results on Noise and Energy Resolution

In contrast to the readout scheme foreseen for the full forward endcap, full-sized waveforms
of the sampling ADCs were read out and stored to disk during all prototype test beam
times. For the operation of the full detector, this option is not feasible due to the large
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amount of data that would need to be transmitted continuously. For the prototype studies
this option enables the possibility to study the pulse shapes offline and perform several
tests, e.g. digital filtering algorithms, with real data. Apart from the information contained
in the signal pulse (see Figure 10.8a), as e.g. the amplitude, integral or the rise and fall
time, about 100 samples prior to the beginning of the pulse are recorded. The data in this
region is used together with the calibration functions to measure the energy equivalent of
the noise level for each photo detector. Samples that lie within the region marked with
red dashed lines in Figure 10.8a are histogrammed for all waveforms recorded for the same
photo detector. The noise distributions are then fitted with a Gaussian function and their
width (σ) is extracted. Using the calibration function, the energy equivalent of the width
(given in ADC-channels) is calculated. The resulting values for all nine VPTTs and 50
APDs are displayed in Figure 10.8b. The mean values of the noise amount to

〈σNoise〉VPTTs = 1.9 MeV, and (10.2)

〈σNoise〉APDs = 1.8 MeV, (10.3)

when only the data from the CERN beam time described here is taken into account.
Slightly better values could be achieved for measurements with VPTTs at the MAMI
accelerator as described in [84]. Both mean values are close to the design value of σNoise =
1 MeV given in the technical design report of the EMC. It is a common practice to set the
single crystal threshold to a value similar to 3 · σNoise, which in this case corresponds to
Ethr ≈ 6 MeV. Under the assumption that the noise shows a purely gaussian distribution,
the 3σ cut translates to a suppression of about 99.73% of all noise signals.

For this test beam time, the lowest beam momentum was 5 GeV/c, which means that
even in the outer crystals of a 5 × 5 crystal matrix, in most cases more than 6 MeV are
deposited. Thus, no proper threshold scan to verify that the best performance is achieved

t / 10ns
0 50 100 150 200 250

A
D

C
 C

on
ve

rs
io

n

0

100

200

300

400

500

(a)

 [MeV]noiseσ
0 1 2 3 4 5

E
nt

rie
s 

/ 0
.5

 M
eV

0

2

4

6

8

10

12

Hamamatsu APDsHamamatsu APDsHamamatsu APDs

APDs

VPTTs

(b)

Fig. 10.8: (a) Typical waveform of an AVM/AVX-16 ADC showing a shaped signal from
a connected APD. The region between the red dashed lines is used to determine
the noise level.
(b) Width of the noise distributions for all VPTTs and APDs
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when choosing the threshold as 3 · σNoise can be performed and a threshold of 6 MeV was
applied for all results presented here.

When an electron centrally hits a PWO crystal, about 80% of its energy is deposited in
this ”central” crystal. In order to fully reconstruct the energy of the incident particle, the
deposition in the neighboring crystals has to be considered as well. The group of crystals
that are considered for the calculation of the total energy is called a cluster. Once the
EMC will be completed and operated as a part of the full the PANDA detector, an algo-
rithm for finding clusters will be employed, which starts from the crystal with the largest
energy deposit and stepwise moves outwards adding the deposited energy of surrounding
crystals to the cluster as long as their signal exceeds the single crystal threshold. For the
prototype studies symmetrical 3 × 3 and 5 × 5 crystal matrices were considered for the
cluster reconstruction instead, due to the fact, that the position of the central crystal and
the point of impact are precisely known. The energy deposited in the 9 or 25 crystals was
then summed up and the resulting distribution was fitted with a Novosibirsk-function as
given in equation (10.1). The energy resolution is defined as the ratio of the width σE
and the peak position ν := E of this function. As an example, Figure 10.9a shows the
distributions of deposited energy for the central crystal, the two surrounding crystal rings
as well as the 3 × 3 and 5 × 5 matrix for crystals instrumented with APDs at a beam
momentum of 5 GeV/c. The blue line indicates the fit function from which the resolution
is extracted. Similarly, Figure 10.9b shows the corresponding distributions for the 3 × 3
matrix equipped with VPTTs at the highest available beam momentum of 15 GeV/c. A
summary of all extracted values for the resolution is listed in Table 10.2 and visualized in
Figure 10.10 together with the design values given in the technical design report of the
EMC [74]. In general the envisaged design values can be easily reached if a 5× 5 crystal
matrix is used. The results for the 3×3 matrix are only slightly worse and also give results
close to the design values.

It should be noted, that all results for the energy resolution measured with APDs are based
on the signals of one photo detector per crystal. It is in principle possible to combine the
signals of both APDs, which leads to an improvement of the signal-to-noise ratio by a
factor of

√
2 and therefore also further improves the energy resolution.

VPTT 3× 3 APD 3× 3 APD 5× 5 TDR

pe− [GeV/c] σE
E

σE
E

σE
E

σE
E

5.0 (1.48± 0.04) % (1.27± 0.03) % (1.19± 0.04)% 1.34%

7.5 (1.16± 0.02) % (1.12± 0.03) % (1.03± 0.03) % 1.24%

10.0 (1.12± 0.02) % (1.19± 0.03) % (1.10± 0.03) % 1.18%

12.5 (1.05± 0.03) % (1.19± 0.04) % (1.09± 0.04) % 1.15%

15.0 (1.00± 0.03) % (1.24± 0.03) % (1.13± 0.03) % 1.13%

Table 10.2: Relative energy resolution for all beam momenta and crystal matrix sizes
together with the design values given in the TDR
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Fig. 10.9: Energy deposit in the central crystal, the surrounding crystal ring(s) and the
complete 3 × 3 and 5 × 5 crystal matrix for (a) APDs at a beam momentum
of 5 GeV/c and (b) VPTTs at a beam momentum of 15 GeV/c.
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Fig. 10.10: Relative energy resolution versus incident particle energy for a 3× 3 crystal
matrix equipped with VPTTs (black) as well as a 3 × 3 (green) and 5 × 5
crystal matrix equipped with APDs for all five electron beam momenta. The
blue curve shows the design values as given in the TDR.

10.4 Beam Time at the ELSA Accelerator

The main differences between the subunits produced for earlier beam tests and the final
subunits are the permanent optical coupling between the photo detectors and the crystals,
as well as the alveole structure, which in the newer version has a closed front. Before
starting the mass production of subunits, a beam test with the two subunits described
in Section 9.1 was performed at the electron stretcher facility ELSA at the University
of Bonn. The ELSA accelerator provides a continuous electron beam that was directed
towards the surfaces of the crystals in the prototype. As before, the prototype was mounted
on an xy-carriage and was moved in a plane perpendicular to the beam axis, to direct the
beam onto each of the 32 instrumented crystals. Measurements with electrons of three
different energies were performed, namely 1.25, 2.4 and 3.2 GeV. Figure 10.11a shows the
position of the two subunits in the prototype. During this beam time, the fiber hodoscope
described in the previous section was used as well, in order to provide rudimentary tracking
information. The same procedure concerning the calibration of the low- to the high-gain
branch of the shaper modules as well as a cut on the impact position to select central hits
was performed. Figure 10.12 shows the response of a VPTT for all three beam energies.

As foreseen for the instrumentation of the full forward endcap, a careful selection of
the photo detectors placed in both subunits was performed during the assembly: The
amplification of all VPTTs was measured upon arrival, as described in Section 8.5.1.

Based on these measurements, 16 tubes with a mean gain of 〈M〉VPTT = 57.75 for op-
eration at an anode voltage of 1 kV were selected, whereas the maximum deviation from
this mean value amounts to just 1.5% [81]. For the APDs it was necessary to measure
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(a) (b)

Fig. 10.11: (a) Instrumentation of the forward endcap prototype at the second ELSA test
beam time (front view). Red boxes mark crystals read out with LAAPDs,
green boxes denote VPTTs and gray boxes mark uninstrumented crystals.
(b) Photograph of the front face of the prototype. The fiber hodoscope box
is visible between the end of the beam pipe and the prototype.
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Fig. 10.12: Uncalibrated response of a VPTT to 1.25, 2.4 and 3.2 GeV electrons (peaks
from left to right) after a narrow cut to the fiber hodoscope hit pattern was
performed to select centrally impinging particles.

the response curve in dependence of the bias voltage at −25◦C with the same procedure
as described in Section 8.5.1. The bias voltage needed to reach the operational gain of
M = 200 at −25◦C was extracted, and groups of eight APDs were identified, for which
similar values were obtained. The maximum deviation of the obtained APD gain from the
envisaged gain of M = 200 amounts to 2% [92].

The main goal of the ELSA test beam time was to determine the response of the photo
detector preamplifier units to check the matching of the voltage ranges of all electronic
components, mainly that of the preamplifier. Since the available beam energy is much
smaller than the maximum single crystal energy deposit expected in the forward endcap
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(approx. 12 GeV), an extrapolation had to be employed to estimate the output signal
amplitude of the preamplifier at the maximum expected energy. After selecting centrally
impinging particles by using data from the fiber hodoscope, the resulting energy distribu-
tions were fitted with a Novosibirsk-function as described in Section 10.3.3, and the value
for the most probable energy deposition (the peak position) was extracted.

Signal Yield of VPTTs Figure 10.13a shows the uncalibrated peak positions for all 16
VPTTs versus the number of the crystal in the subunit. The diagram shows, that all
VPTTs have comparable signal outputs. The standard deviation of the 16 values is on
the level of a few percent. It should be noted here, that the variation of the light yield
(number of scintillation photons per MeV) for the crystals in the VPTT subunit introduces
deviations on the order of σLY ≈ 3%. Possible deviations between individual shaper
and ADC channels were investigated and found to be negligible. Taking into account
the input and output impedances of all components in the readout chain (preamplifier,
shaper, ADC), the output signal of the VPTT preamplifiers could be determined to be
approximately 200 mV/GeV [81]. This value was cross-checked and finally confirmed after
the end of the beam time with cosmic muons, measured with the same VPTT subunit
after disassembly from the prototype in a test stand at the Universität Bonn. The output
range of the preamplifier extends up to ∼ 2.5 V, thus extrapolating from the value of
200 mV/GeV, no change in amplification of the preamplifier would be necessary, when no
magnetic field is present. Due to the expected loss of about 50% of the VPTT signal in
the magnetic field of the PANDA solenoid, the preamplifier gain was optimized as a result
of the test beam time: All VPTTs were sorted by their gain as well as their sensitivity
to an external magnetic field and divided into three groups. Adapted versions of the
preamplifier will be used for each of the these groups. While the preamplifiers that were
used at the ELSA test beam time delivered a signal of 460 mV/pC, the modified versions
are able to deliver 890, 820 and 700 mV/pC, respectively [81].

Signal Yield of APDs The same study was performed for the signal yield of the APD
subunit; However, much larger deviations between the response of individual APD units
were observed. Figure 10.13b shows the peak positions of all operational APD units for
a beam energy of 1 GeV (units 6 and 15 were non-operational). Astonishingly, two well
separated groups of signal amplitudes show up. These are not corresponding to APDs
connected to the same high voltage supply line. Also the mechanical pairing of two APDs
mounted in one capsule can not be correlated with the two groups.

As for the VPTT subunit, the deviations between the light yield of the crystals and the
individual shaper/ADC channels were checked, and similar values were obtained, so that
the differences in signal yield cannot be explained by either of these.

Various investigations into the cause of these large difference in signal yield between the
two groups of APDs have been performed. These included in-situ measurements of the
APD quantum efficiency, which are reported in [93]. The quantum efficiency was found
to be almost independent from the operational temperature of the APD and furthermore
the intrinsic differences between the APDs were on the level of ∼ 2.5% and thus cannot
explain the observed large deviations. During these studies however, a significant impact
of varying pressure or tactile contact to the reflective foil in which all crystals are wrapped
was noticed. Therefore, a dedicated study with the completely assembled APD subunit
was performed, for which it was placed in a climate chamber at different orientations.
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Fig. 10.13: Most probable value (peak position) for the response of VPTTs (a) and APDs
(b) for centrally impinging electrons with a momenum of 1 GeV/c2 versus the
crystal number in the corresponding subunit. Blue and red markers are used
to distinguish between the two APDs attached to each crystal.

Due to their weight, the crystals are slightly moving inside the carbon fiber alveole and
the reflective foil is pressed to the crystal surface slightly differently for each orientation
that was tested. These tests have shown that the yield of an APD unit varies on the level
of 5 − 10%, if the subunit is moved and rotated [94]. However, also this effect cannot
be the sole explanation for the observed deviations. During the investigations in the
aftermath of the ELSA beam time, a few photo detectors (three APD and two VPTT
units) unexpectedly lost their coupling to the crystal and had to be re-glued. Although
the two subunits were heavily used, the silicone based coupling should not have failed. A
new cleaning fluid based on methylsiloxane was introduced to clean the photo detector
and crystal surfaces from potential residue e.g. of the Elastosil casting compound, which
could possibly compromise the glueing surfaces, however this effect was never proven to
occur.

The energy resolution based on a cluster reconstruction using four different 3× 3 crystal
matrices equipped with VPTTs was performed as a part of [90]. Table 10.3 shows the
results for the resolution and the corresponding design values given in the TDR.

E = 1.25 GeV E = 2.4 GeV E = 3.2 GeV

3× 3 VPTT (2.3± 0.15)% (1.76± 0.11)% (1.46± 0.11)%

TDR 2.05% 1.63% 1.5%

Table 10.3: Relative energy resolution for all three beam energies available during the
ELSA test beam time [90] and the design values as given in the TDR
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10.5 Determination of the Energy Resolution for the Full Energy
Range

When combining the results for the energy resolution at low energies down to 23 MeV [84]
(MAMI) with those obtained for medium energies [90] (ELSA) and the results presented in
this work for energies up to 15 GeV (CERN), a parameterization for the energy resolution
can be extracted for the full PANDA energy range. A combined fit to all test beam data
yields an energy resolution for symmetric 3× 3 and 5× 5 lead tungstate crystal matrices
of

σE
E

=
(2.41± 0.02)%√

E[GeV ]
⊕ (0.86± 0.02)%, (10.4)

which is depicted in Figure 10.14. The parameterization given in equation (8.1) was used
for this fit in order to compare the results with the envisaged resolution given in [74].
While the targeted resolution is well met for higher energies, a slightly worse resolution
is obtained for energies below 1 GeV. In accordance to this observation, the parameter
of the energy dependent term is somewhat larger than its design value of 2%, while the
parameter for the constant term was even found to be smaller than the targeted value of
1%.
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Fig. 10.14: Energy resolution in dependence of the incident energy for symmetric crystal
matrices of the PANDA forward endcap EMC prototype. The resolution was
measured at different accelerators with tagged photon or electron beams.
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11 Conclusion and Discussion of Part II

The readout of lead tungstate scintillation crystals of the forward endcap using both
Vacuum Photo Tetrodes as well as Avalanche Photo Diodes was studied and further de-
veloped within the scope of this thesis. Several readout units utilizing charge-integrating
preamplifiers were assembled and finally tested in the forward endcap prototype under
realistic conditions at different accelerators (SPS/CERN, MAMI/Mainz, ELSA/Bonn).
These tests included two close-to-final calorimeter subunits, one equipped with VPTTs,
the other with APDs, for which for the first time a permanent coupling between the photo
sensors and the crystals was employed. While the overall performance of the calorimeter
was found to be more than satisfactory, a small fraction of photo sensors unexpectedly lost
their connection to the crystal. This effect is being investigated further at the moment.
As a result of the test beam measurements, the final amplification factor for the VPTT
preamplifiers was defined and all devices have been produced already. The photodetector-
preamplifier units produced as a part of this thesis show a stable performance and thus
mass production for this type of units can start right away.
Several APDs will be supplied with a common high voltage line in the forward endcap,
which demands for a good matching of APDs to groups with similar characteristics. The
key parameters for the matching of APDs are the bias voltage that is needed to achieve
an amplification factor of M = 200 at a temperature of −25◦C and the slope of the diode
response curve with respect to the applied bias voltage. Although the final gain matching
for all APDs for the forward endcap demands for a larger number of fully screened APDs
and probably also the application of an advanced matching algorithm, the available data
already enables the construction of first subunits.
The data recorded at the most recent test beam time revealed large differences in the
obtained signal yield for some APD units. Differences in the quantum efficiency of single
diodes, the optical coupling of the sensors to the crystals as well as differences in the
mechanical assembly were excluded as possible reasons for the observed discrepancies.
Although all APD units show a good performance with respect to the noise and energy
resolution, the observed differences have to be further investigated.
As a result of the analyses of test beam data presented in this work, the energy resolution
of symmetric (3 × 3 and 5 × 5) lead tungstate crystal matrices was studied for the full
energy range expected for the forward endcap. A combined fit to data from all test beam
times yields an energy resolution for which the energy dependent term (∝ 1/

√
E) was

determined as a = (2.41 ± 0.02stat.)%, which is slightly larger than the envisaged value
from the Technical Design Report of aTDR = 2%. The constant term however was found
to be b = (0.86 ± 0.02stat.)%, which is even below the design value of bTDR = 1%. It
is to be expected, that also the energy dependent term reaches the design value when
larger or asymmetric crystal matrices and cluster reconstruction algorithms are used for
the final detector. Additionally, the signal of the two APDs attached to one crystal can be
combined, which will further improve the energy resolution especially for small energies.
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12 Summary

The decay J/ψ → γωω → γ(π+π−π0)(π+π−π0), whereas both π0 mesons were recon-
structed via their decays into two photons, was analyzed in the scope of this thesis. The
analysis is based on the world’s largest data set of J/ψ decays, containing 1.31 ·109 events,
which was recorded by the BESIII experiment located at the BEPCII electron-positron
collider in Beijing, China.

A significant contribution of non-resonant background events containing just one (γω3π)
or no ω meson (γ6π) was observed in the ωω signal region. This type of background was
removed by applying an event based background subtraction method utilizing probabilistic
weights. The weights of the selected data set sum up to 75245 ± 274 events. Large
enhancements are observed in the invariant ωω mass around 1.8 GeV/c2 as well as in the
region of 2.98 GeV/c2. The latter is corresponding to the mass of the ηc(1S). No resonant
structures are observed in the γω system.

The data was subjected to a full partial wave analysis starting with the initial J/ψ sys-
tem, down to the final state particles to determine the spin-parity of the enhancements
and identify possibly contributing resonances in the ωω system. As a first step, a model in-
dependent PWA was performed by fitting the data with various hypotheses in slices of the
invariant mass of the ωω system. This analysis revealed a dominant pseudoscalar (0−+)
contribution over the entire mass range as well as much smaller, but significant, scalar
(0++) and tensor (2++) contributions, especially in the mass range m(ωω) ≤ 2.3 GeV/c2.
A pseudoscalar assignment is in particular also valid for the two enhancements observed in
the ωω mass, so that the higher one can be identified with the lightest charmonium state,
the ηc. Due to the complex structures observed in the contributions which were extracted
with the model independent PWA, contributions of broad and overlapping resonances had
to be expected. Therefore, the K-matrix formalism was used in the subsequent model
dependent PWA. A very good description of the data was achieved utilizing parameteri-
zations containing two poles for the 0++ as well as the 2++ contributions, and a five-pole
parameterization for the dominant 0−+ contribution. The two resonances f0(1710) and
f0(2020) were identified as possible contributions to the scalar partial wave, while the con-
tributions to the tensor component were associated with the f2(1640) and the f2(1950).
Two of these resonances, namely the f0(1710) and the f2(1950) are discussed as potential
glueball candidates. Even though this association of the 0++ and 2++ contributions with
the aforementioned resonances may be ambiguous due to the presence of many sometimes
broad states of the same quantum numbers in this complex energy region, the presence of
broad scalar and tensor components is confirmed by the model dependent PWA.

It was found that the pseudoscalar enhancement at the ωω mass threshold can be excel-
lently described by a combination of the η(1760) resonance and a second, slightly nar-
rower resonance, which could be associated with the X(1835). Furthermore, significant
contributions of the η(2225) and the ηc mesons were identified, as well as an additional
broad structure, which was here associated with a pseudoscalar state called X(2500).
The resonance parameters of this state were determined to be m = 2488+13

−14 MeV/c2 and
Γ = (215 ± 15) MeV/c2, what is consistent with a recent observation in the J/ψ → γφφ
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channel by the BESIII experiment. The product branching fractions of the 0−+, 0++ and
2++ contributions were determined together with the branching fraction for J/ψ → γωω,
which amounts to (2.5±0.16) ·10−3. The uncertainties of this measurement are a factor of
two smaller than those of previous measurements listed in [1]. The selection efficiency for
this measurement was derived from the PWA fit, taking all dimensions of the phase space
into account. The result shows a deviation of 2.7σ from the value listed in [1]; however,
the result from the analysis presented here is based on a sample that is about a factor of
200 larger than that of the previous measurement.
The branching fraction ηc → ωω was measured for the first time as a part of this thesis.
A model dependent PWA fit was used for the description of the data. A value of

B(ηc → ωω) = (1.88± 0.09stat. ± 0.17syst. ± 0.44ext.) · 10−3

was obtained, whereas the last uncertainty is due to the poorly measured external branch-
ing fraction B(J/ψ → γηc).

Precision charmonium spectroscopy is also one of the key objectives of the upcoming
PANDA experiment, where especially the mass region above the DD threshold will be ac-
cessible. As one of the key projects of the future accelerator facility FAIR, the PANDA ex-
periment will significantly contribute to the understanding of the non-perturbative regime
of QCD by exploring the nature of the strong interaction and the hadron spectrum. An
accurate energy measurement of electrons and photons created in antiproton-proton anni-
hilations inside the PANDA detector is an essential prerequisite for the envisaged studies.
Due to the Lorentz-boost in fixed target experiments, the forward endcap of the EMC
will experience high radiation doses and single crystal hit rates up to 106 s−1. The read-
out of lead tungstate scintillation crystals utilizing two different types of photo sensors
was studied as a part of this thesis. Readout units consisting of Vacuum Photo Tetrodes
(VPTTs) as well as Avalanche Photo Diodes (APDs) combined with low-noise charge in-
tegrating preamplifiers were produced and tested in a prototype setup. The performance
of the forward endcap prototype was tested during several test beam times, in which the
crystals were irradiated with different particle beams in the energy range between 23 and
15000 MeV. Results of the two latest test beam times are presented in this thesis. The test
beam time at the CERN/SPS accelerator has shown, that the envisaged energy resolution
can be met at the highest energies to be expected in the region of the forward endcap.
Two close-to-final calorimeter subunits comprised of 16 crystals and the corresponding
readout units were produced and tested at the most recent beam time at the ELSA ac-
celerator. As a result, the amplification of the preamplifiers for the use with VPTTs was
determined, so that the production of all devices could be started and has been concluded
in the meantime. Taking into account the data recorded at all test beam times, the energy
resolution of the prototype setup over the full energy range to be expected in the forward
endcap was determined as

σE
E

=
(2.41± 0.02)%√

E[GeV ]
⊕ (0.86± 0.02)%.
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A Further Validation of the Q-Factor Method

Complementary to the toy MC study presented in Section 3.4.3, an even stronger test of
the Q-factor method was performed involving a different model for background events. It is
noted here, that no changes to the metric or the fitting procedure were made, the Q-factors
are only calculated for a different MC data set. This second toy MC sample explicitly
includes a peaking background component at the mass of the ηc, which is the subject of
further studies in this analysis. Furthermore the way of generating the background sample
was modified: The model obtained from a fit to the signal region was used in a slightly
modified way to generate three distinct background sub-samples. Two sub-samples were
generated, for which only one ω was removed and replaced by a phase-space-like description
of the decay dynamics and one sub-sample for which both ω mesons were replaced in the
same way. The three sub-samples and the signal sample were then mixed and subjected
to the Q-factor method. The method was also applied for the different sub-samples before
mixing. Figure A.1 shows the invariant mass of the ωω system (logarithmic y-scale) as
well as the two 3π invariant mass spectra for generated signal and background events, and
for the Q- and (1−Q)-weighted MC sample.
In the first scenario shown in Figure A.1a, all background events proceed via a direct
decay into 6π, thus there is no ω signal present in the 3π mass spectra of the background
sample, which is correctly identified by the Q-factor method. Also the peaking background
component in the ωω mass distribution is well described. Figure A.1b shows a rather
unrealistic scenario, in which the weighting method still performs quite well. Here, all
background components decay into one ω and an associated 3π-system, which is not
originating from an ω. Even here, the peaking background component is reasonably well
identified. While these two plots just show the intermediate steps towards the final mixed
MC toy sample, Figure A.1c shows the results for the combination of all scenarios. The
peaking background contribution, as well as all other background contributions, contain
decays via one or no ω resonance. Also here, the peaking background contribution is
very well identified. The shape and total integral of the background below the two 3π
mass distributions is well described. This study was performed, because decays of the ηc
resulting in a final state of six pions are to be expected, while not all of them are decaying
via two ω resonances. This study shows, that possible contamination under the ηc peak
is clearly identified and removed by the Q-factor method.
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Fig. A.1: ωω (left) and both 3π invariant mass distributions (center, right). The left plot
is shown after selection to the region marked with the red arrows in the middle
and right plot. In (a) no ω is present in the background, (b) shows the ω3π
background and (c) the mixed sample. Generated signal and background are
shown in green and orange colors, Q-weighted MC data in blue and (1 − Q)-
weighted in red, respectively.
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B Results of the Systematic Survey Performed for
the Model Dependent PWA

Hypothesis log(LH) n.d.f. BIC AICc Ranking

η(1760) + ηc + ...

η(1405) −49352.7 5 −98649 −98695

η(1475) −48925.4 5 −97794 −97840

η(2225) −52507.9 5 −104960 −105006 !

X(1835) −51442.5 5 −102829 −102875

f0(1500) −71988.6 7 −143899 −143963 !

f0(1710) −69668.9 7 −139259 −139324 !

f0(2020) −72224.3 7 −144370 −144435 !

f0(2100) −68019.4 7 −135960 −136025

f0(2200) −66946.9 7 −133815 −133880

f1(1510) −64044.0 7 −128009 −128074 !

f2(1565) −71321.9 15 −142476 −142614 !

f2(1640) −70826.5 15 −141485 −141623

f2(1810) −71158.6 15 −142149 −142287 !

f2(1910) −69799.7 15 −139431 −139569

f2(2010) −68388.4 15 −136608 −136747

f2(2150) −75558.1 15 −150948 −151086 !

f2(2300) −62685.0 15 −125202 −125340

f2(2340) −66066.0 15 −131964 −132102

Table B.1: Results of model dependent fits using the base hypothesis combined with one
additional resonance as listed in Table 4.5
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Hypothesis log(LH) n.d.f. BIC AICc Ranking

η(1760) + ηc + ...

η(2225) +f0(1500) −72504.7 9 −144908 −144991

+f0(1710) −70591.6 9 −141082 −141165

+f0(2020) −73542.9 9 −146985 −147068

+f1(1510) −64503.5 9 −128906 −128989

+f2(1565) −71662.7 17 −143134 −143291

+f2(1810) −72314.9 17 −144439 −144596

+f2(2150) −66900.9 17 −133611 −133768

f0(1500) +f0(1710) −72853.6 9 −145606 −145689

+f0(2020) −73847.7 9 −147594 −147677

+f1(1510) −72144.8 11 −144166 −144268

+f2(1565) −72730.0 19 −145247 −145422

+f2(1810) −74640.9 19 −149069 −149244 !(#2)

+f2(2150) −73668.4 19 −147123 −147299

f0(1710) +f0(2020) −73862.3 9 −147624 −147707

+f1(1510) −71230.2 11 −142337 −142438

+f2(1565) −72607.0 19 −145001 −145176

+f2(1810) −72063.1 19 −143913 −144088

+f2(2150) −72309.4 19 −144405 −144581

f0(2020) +f1(1510) −74001.9 11 −147880 −147982 !(#4)

+f2(1565) −75850.9 19 −151489 −151664 !(#1)

+f2(1810) −73558.4 19 −146903 −147079

+f2(2150) −72407.6 19 −144602 −144777

f1(1510) +f2(1565) −71636.5 19 −143060 −143235

+f2(1810) −72672.7 19 −145132 −145307

+f2(2150) −69423.4 19 −138633 −138809

f2(1565) +f2(1810) −74029.9 17 −147869 −148026 !(#3)

+f2(2150) −72715.5 17 −145240 −145397

f2(1810) +f2(2150) −72996.3 17 −145802 −245959

Table B.2: Results of model dependent fits using the base hypothesis and all possible
combinations of two additional contributions from those marked in Table
B.1.
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Hypothesis log(LH) n.d.f. BIC AICc Ranking

η(1760) + ηc + ...

η(2225) +f0(1500) +f0(2020) −74716.8 11 −149310 −149412

+f0(1710) −73700.7 11 −147278 −147379

+f0(1710) +f0(2020) −74743.8 11 −149364 −149466

+f0(1500) +f1(1510) −72606.3 13 −145067 −145187

+f0(1710) +f1(1510) −71856.5 13 −143567 −143687

+f0(2020) +f1(1510) −74905.9 13 −149666 −149786

+f0(1500) +f2(1565) −73123.1 21 −146010 −146204

+f2(1810) −75266.4 21 −150297 −150491

+f2(2150) −74636.3 21 −149037 −149231

+f0(1710) +f2(1565) −73097.6 21 −145959 −146153

+f2(1810) −73121.6 21 −146007 −146201

+f2(2150) −73329.4 21 −146423 −146617

+f0(2020) +f2(1565) −76514.5 21 −152793 −152987 !(#1)

+f2(1810) −74815.2 21 −149395 −149588

+f2(2150) −73701.5 21 −147167 −147361

+f1(1510) +f2(1565) −71715.2 21 −143195 −143388

+f2(1810) −73509.3 21 −146783 −146977

+f2(2150) −69387.9 21 −138540 −138734

+f2(1565) +f2(1810) −74722.7 19 −149232 −149407

+f2(2150) −73867.6 19 −147522 −147697

+f2(1810) +f2(2150) −73719.2 19 −147225 −147400

f1(1510) +f0(1500) +f0(1710) −73230.1 13 −146314 −146434

+f0(1710) +f0(2020) −74809.9 13 −149474 −149594

+f0(1500) +f0(2020) −74203.9 13 −148262 −148382

f2(1565) +f0(1500) +f0(1710) −74464.8 21 −148694 −148888

+f0(1710) +f0(2020) −75864.1 21 −151492 −151686 !(#5)

+f0(1500) +f0(2020) −75577.1 21 −150918 −151112 !(#6)

f2(1810) +f0(1500) +f0(1710) −74457.9 21 −148680 −148874

+f0(1710) +f0(2020) −74986.5 21 −149737 −149931

+f0(1500) +f0(2020) −75370.3 21 −150505 −150699

f2(2150) +f0(1500) +f0(1710) −74384.2 21 −148533 −148726

+f0(1710) +f0(2020) −74058.6 21 −147881 −148075

+f0(1500) +f0(2020) −74693.3 21 −149151 −149345

f1(1510) +f0(1500) +f2(1565) −72746.4 23 −145234 −145447

+f2(1810) −74754.1 23 −149250 −149462

+f2(2150) −73904.4 23 −147551 −147763

+f0(1710) +f2(1565) −72645.4 23 −145033 −145245

+f2(1810) −73267.4 23 −146277 −146489

+f2(2150) −75244.5 23 −146939 −147151

+f0(2020) +f2(1565) −75987.2 23 −151716 −151928 !(#3)

+f2(1810) −74844.7 23 −149431 −149643

+f2(2150) −74306.1 23 −148354 −148566

Table B.3: Results of model dependent fits using the base hypothesis and all possible
combinations of three additional contributions from those marked in Table
B.1 (first part, continued in Table B.4).
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Hypothesis log(LH) n.d.f. BIC AICc Ranking

η(1760) + ηc + ...

f0(1500) +f2(1565) +f2(1810) −74627.8 −149020 −149214

+f2(1810) +f2(2150) −75225.2 −150215 −150408

+f2(1565) +f2(2150) −73653.4 −147071 −147265

f0(1710) +f2(1565) +f2(1810) −74646.4 −149057 −149251

+f2(1810) +f2(2150) −73529.1 −146822 −147016

+f2(1565) +f2(2150) −73684.7 −147134 −147327

f0(2020) +f2(1565) +f2(1810) −76081.1 −151926 −152120 !(#2)

+f2(1810) +f2(2150) −74251.9 −148268 −148462

+f2(1565) +f2(2150) −75886.4 −151537 −151731 !(#4)

f1(1510) +f2(1565) +f2(1810) −74056.5 −147877 −148071

+f2(1810) +f2(2150) −74004.5 −147773 −147967

+f2(1565) +f2(2150) −72577.7 −144920 −145113

f0(1500) +f0(1710) +f0(2020) −74940.0 −149757 −149859

Table B.4: Results of model dependent fits using the base hypothesis and all possible
combinations of three additional contributions from those marked in Table
B.1 (second part, continued from Table B.3).

Hypothesis log(LH) n.d.f. BIC AICc Ranking

η(1760) + ηc

+f0(2020) + f2(1565) + ...

η(2225) +f2(1810) −76351.6 23 −152445 −152657

+f1(1510) −76555.4 25 −152830 −153061

+f2(2150) −76434.3 23 −152610 −152823

+f0(1710) −76548.1 23 −152838 −153050

+f0(1500) −76219.4 23 −152181 −152393

f2(1810) +f1(1510) −76112.5 25 −151944 −152175

+f0(1710) −76216.6 23 −152175 −152387

+f0(1500) −75889.7 23 −151521 −151733

f1(1510) +f2(2150) −75904.0 25 −151527 −151758

+f0(1710) −75881.1 25 −151482 −151712

+f0(1500) −75675.7 25 −151071 −151301

f2(2150) +f0(1710) −75736.8 23 −151215 −151428

+f0(1500) −75550.6 23 −150843 −151055

f0(1710) +f0(1500) −75374.9 23 −150491 −150704

Table B.5: Results of model dependent fits using all possible combinations of the six best
hypotheses from the second iteration, marked in Table B.3 and B.4.
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Errata

Known mistakes and corresponding corrections as of June 26th, 2016:

� p.3:
The fourth and third last sentences of the last paragraph on page 3 should read:
When two electric charges are brought close to each other, the force between them
gets stronger, while for larger distances the force weakens as 1/r2. The force be-
tween two quarks shows the same behavior at small distances, yet the potential
unexpectedly increases for larger distances.

� p.64, equation (4.30):
The first line of this equation should read:

− lnL = −
ndata∑

i=1

ln(w(~Ω,~α)) ·Qi + [...]

instead of

− lnL = −
ndata∑

i=1

ln(w(~Ω,~α) ·Qi) + [...].

All fits have been performed with the correct likelihood function and the mistake
only occurred in the dissertation.
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